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Abstract: With the continuous advancement of modernization, the problem of air quality is becoming more and more
serious. In this paper, LASSO regression analysis is used to screen out some variables that have little impact on the
research object, so as to construct the variable system of the research question. Then the multivariate linear regression
analysis is carried out according to the variable system. Finally, the main pollutants affecting the air quality of
Changsha City are analyzed, which can effectively predict the air quality of Changsha City and take corresponding
measures to improve the air quality.
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1 INTRODUCTION

With the continuous advancement of China's industrialization process and rapid economic development, while bringing
a lot of convenience to people's lives, it has also caused a lot of environmental problems, among which air pollution is
especially prominent[1-2]. The economy of our country has entered a period of high-quality development, while
ensuring the economic development, we must also pay attention to the protection of the environment[3-4]. Today's air
quality assessment standards are too simple, only by calculating several air pollutant index to determine the quality of
air quality is good or bad, in the current complex air pollution, it is obviously not enough[5]. By constructing a more
comprehensive air quality evaluation system and improving analysis methods, this paper can better evaluate air quality,
so as to grasp the key points affecting air quality and carry out atmospheric protection more quickly and efficiently[6].

2 DATA AND METHODS

2.1 Data Collection and Source

2.1.1 Data source
National bureau of statistics;
China statistics yearbook;
China environmental air monitoring analysis platform;
China meteorological administration.
2.1.2 Data content
1) Air quality monitoring data
The daily data set of air quality in changsha city is from September 2021 to November 2022. The data summary of the
atmosphere daily data is also included in China's latest concentration data, which records the data of typical atmospheric
pollutants such as PM2. 5, PM10, SO2, CO, NO2 and volatile product O3.
2) Historical weather forecast data
Changsha Weather Forecast Daily data set, the data span from September 2021 to November 2022. The daily data set
includes meteorological elements such as air temperature (maximum and minimum temperatures), weather, wind
direction, and wind power.

2.2 Data Processing

Data symbols are described in Table 1:

Table 1 Description of symbols

Symbol Explain

y AQI

1x PM2. 5

2x PM10

3x SO2
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4x CO

5x NO2

6x O3

7x minat

8x wc

9x wd

10x wp

2.3 Variable Selection and Prediction Methods

2.3.1 Lasso filter variable method
The steps to preliminarily screen variables using Lasso are as follows:
1) Feature standardization.
2) Lasso linear regression model was established.
3) Select the best adjustment parameters.
4) Screen out important variables.
2.3.2 Multiple linear regression analysis
The so-called regression analysis is to analyze the relationship between the dependent variable and the independent
variable according to some indicators, and compare the analyzed dependent variable with the true value, and judge the
pros and cons of the regression according to the error or goodness of fit between them. It can also study the changes of
the dependent variable according to the independent variable obtained from the provided data, which can be used for
predictive analysis. There are many factors affecting air quality in this paper, so multiple linear regression is selected.
Construct random variables y and independent variables pxxx ,....,, 21 , between the multiple linear regression model:

  ppxxxy ...22110

In the equation, p ,...,, 10 is unknown parameter,
0 called the regression constant term,

p ,...,1
, called the

regression coefficient.

3 RESULT AND ANALYSIS

3.1 Lasso Model Screening Variable Analysis

Table 2 Results of LASSO regression coefficients
The characteristics of LASSO regression LASSO regression coefficient

PM2. 5 1. 194
PM10 -0. 027
SO2 -0. 817
CO -0. 631
NO2 -0. 060
O3 0. 390

maxat 0
minat 0. 188
wc -1. 475
wd -0. 395
wp -0. 940

As can be seen from the results in Table 2 above, the regression coefficient of LASSO regression model is returned. It
can be seen that only maxat is compressed to 0 among the regression coefficients of various features. This suggests that
maxat has no significant effect on air quality. Among the features that have a significant impact on air quality, the
features that have a positive impact on air quality are: PM2. 5, O3 and minat, totaling 3 features; the features that have a
negative impact on air quality are: PM10, SO2, CO, NO2, wc, wd and wp, totaling 7 features.

3.2 Multiple Linear Regression Modeling

3.2.1 Variable selection
The samples were selected by LASSO variables based on AQI data of time series and PM2. 5, PM10, SO2, CO, NO2, O3,
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minat, wc and wp.
3.2.2 Model building
This study conducted computational modeling based on R language software, and selected data from September 2021 to
November 2022. According to the output results of R language, the multiple linear regression model of air quality is as
follows:

1 2 3 4 5 6 7 8 9 102.981 1.201 0.077 0.967 0.724 0.006 0.370 0.265 1.361 0.188 0.888y x x x x x x x x x x          
3.2.3 Model test
For the multiple linear regression model of this equation, the linear goodness test of the linear fitting model, the sum of
the significance test and (F test) of the equation's overall multilinear regression model, the sum of the significance test
of the variable linear regression model and (t test) were respectively analyzed. The statistical significance of the results
is as follows.
1) Goodness of fit test
From the goodness of fit of the equation, R=0. 9541, R2=0. 9104, and nearly equal to 1, indicating that the fit is good,
and the independent variable can effectively explain 91. 04% of the change of the dependent variable.
2) Significance test of the overall linearity of the equation (F test)
The probability value of F statistics is 0. 00, because 0. 00<0. 01, when the independent variable is introduced, the
possibility of its significance is much smaller than 0. 01, so we can well exclude the original assumption of global
regression coefficient 0. 0, indicating that there is an obvious linear relationship between the independent variable and
the dependent variable.
3.4.3 Prediction of multiple linear regression model
The data from December 1 to December 5, 2022 are predicted according to the regression equation model, as shown in
Table 3.

Table 3 Comparison of predicted and actual values

Date True value Multiple linear regression predicted
value

Multivariate forecast relative
error /%

2022/12/1 34 33. 0315 0. 97

2022/12/2 43 42. 5354 0. 99
2022/12/3 57 59. 1668 1. 04
2022/12/4 77 73. 1888 0. 95
2022/12/5 63 63. 7064 1. 01

As can be seen from Table 1, there is little difference between the predicted value of multiple linear regression and the
true value, indicating that the prediction accuracy of multiple linear regression model is high.

4 DISCUSSION

In this paper, 10 variables with significant impact on air quality in Changsha City were selected through LASSO
regression analysis, and an index system for evaluating air quality in Changsha City was established. Due to the
accuracy of LASSO regression analysis, this evaluation system can provide a good basis for the next model
construction. Then, through the introduction and establishment of multiple linear regression model, combined with the
example of Changsha City air quality, the model is studied and analyzed in many aspects. The research results show that
the multiple linear regression model is more accurate in the prediction of Changsha City air quality.
According to the established multiple linear regression equation, after data standardization, PM2. 5, NO2, O3 and minat
are positively correlated with air quality. PM10, SO2, CO, wc, wd and wp were all negatively correlated with air quality.
Among them, PM2. 5 has a greater and positive impact on air quality. PM2. 5 is an important indicator to evaluate air
quality in the world today. The higher the concentration of PM2. 5 in the air, the worse the air quality and the more
serious the pollution. Weather conditions have a large and negative impact on air quality, good weather is good air
quality. Therefore, it can be explained that the multiple linear regression analysis is reasonable.
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