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Abstract: In the era of, online reviews have become a cornerstone of decision-making for consumers. This study addresses
the challenging task of predicting ratings for long-form movie reviews, a problem that has been less explored compared to
short review analysis. We propose a novel approach that combines advanced text summarization techniques with sentiment
analysis to improve rating prediction accuracy. Utilizing an enhanced TextRank algorithm and Support Vector Machine
(SVM) classification, our method demonstrates superior performance in predicting ratings for extensive movie reviews. The
study uses a large dataset from Douban, a popular Chinese social networking service, and shows that summarized reviews
can match or exceed the prediction accuracy of full-length reviews. Our findings highlight the effectiveness of integrating
sentiment features and position-based weighting in the summarization process, opening new avenues for processing and
analyzing long-form user-generated content.
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1 INTRODUCTION

The proliferation of e-commerce and content platforms has led to an explosion of online reviews, transforming how
consumers make decisions about products and services [1]. In the realm of entertainment, movie reviews play a particularly
crucial role, influencing viewer choices and box office performance [2]. While short reviews and ratings are commonplace,
long-form reviews offer deeper insights but present unique challenges for automated analysis [3].
Traditional approaches to rating prediction have focused primarily on short reviews, leveraging techniques such as
sentiment analysis, topic modeling, and collaborative filtering [4, 5]. However, these methods often fall short when applied
to long-form content, where the relationship between textual content and numerical rating becomes more complex [6].
The challenge of long-form review analysis is multifaceted:

1) Information Density: Long reviews contain a mix of relevant and irrelevant information, making it difficult to isolate key
rating indicators [7].

2) Structural Complexity: The narrative structure of long reviews may not follow a consistent pattern, with sentiment and
opinion scattered throughout the text [8].

3) Nuance and Context: Longer reviews often contain nuanced opinions that may not be captured by simplistic sentiment
analysis [9].
To address these challenges, we propose a novel approach that combines advanced text summarization techniques with
sentiment analysis to distill the most relevant information from long-form reviews for rating prediction. Our method builds
upon the TextRank algorithm [10], incorporating sentence position weighting and sentiment features to create more
informative summaries.
The main contributions of this paper are:

1) A novel text summarization approach tailored for long-form movie reviews, integrating sentiment analysis and position-
based weighting.

2) An extensive evaluation of the impact of text summarization on rating prediction accuracy for long reviews.
3) Insights into the relationship between review structure, sentiment, and rating in long-form content.

2 RELATED WORK

2.1 Rating Prediction in Online Reviews

Rating prediction has been a focus of research in recommender systems and sentiment analysis. Early works relied heavily
on collaborative filtering approaches [11], while more recent studies have incorporated textual content analysis. Liu [12]
proposed a joint sentiment-topic model for short review rating prediction, achieving significant improvements over baseline
methods. For product reviews, McAuley and Leskovec [13] developed a model that combines latent dimensions of user and
product factors with review text, demonstrating the value of integrating textual and non-textual features.
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2.2 Text Summarization Techniques

Automatic text summarization has seen significant advancements with the rise of deep learning. Extractive methods, which
select existing sentences from the text, include graph-based approaches like TextRank [10] and LexRank [14]. More recent
work has focused on abstractive summarization, where new sentences are generated. See [15] introduced a pointer-generator
network that combines copying words from the source text with generating novel words. BART [16] and PEGASUS [17]
represent state-of-the-art pre-trained models for abstractive summarization. Liu [18] introduce a novel approach to news
summarization, combining deep learning with refined tuning techniques.

2.3 Sentiment Analysis in Long Text

Sentiment analysis of long-form text presents unique challenges. Maire [19] proposed a hierarchical attention network for
document-level sentiment classification, capturing both word and sentence-level information. Chen [20] introduced a multi-
task learning framework that jointly performs sentiment classification and opinion extraction, showing improved
performance on long reviews.

2.4 Combining Summarization and Sentiment Analysis

The integration of summarization and sentiment analysis is an emerging area of research. Li [21] proposed a sentiment-
aware neural abstractive summarization model for product reviews, demonstrating improved performance in capturing
opinion-oriented information. However, the application of these techniques to rating prediction, especially for long-form
content, remains underexplored.

3 METHODOLOGY

3.1 Enhanced TextRank Algorithm

We build upon the TextRank algorithm [10], which uses a graph-based ranking model to determine the importance of
sentences in a text. Our enhancements include:
3.1.1 Sentence position weighting
We introduce two weighting schemes:
 Front-loaded: wf(si)=n−i+1nw_f(s_i) = \frac{n - i + 1}{n}wf (si)=nn−i+1
 Rear-loaded: wr(si)=inw_r(s_i) = \frac{i}{n}wr (si)=ni Where sis_isi is the iii-th sentence and nnn is the
total number of sentences.
3.1.2 Sentiment feature integration
We use the ROST Emotion Analysis tool to classify sentences into seven categories: highly negative, moderately negative,
slightly negative, neutral, slightly positive, moderately positive, and highly positive. The sentiment weight is defined as:
 Highly Positive or Highly Negative: 3
 Moderately Positive or Moderately Negative: 2
 Slightly Positive or Slightly Negative: 1
 Neutral: 0
The final sentence importance score is calculated as:
Score(si)=TextRank(si)×(α×wp(si)+β×ws(si))\text{Score}(s_i) = \text{TextRank}(s_i) \times (\alpha \times w_p(s_i) +
\beta \times w_s(s_i))Score(si)=TextRank(si)×(α×wp (si)+β×ws (si))
Where wpw_pwp is either wfw_fwf or wrw_rwr and α\alphaα and β\betaβ are tunable parameters.

3.2 SVM Classification for Rating Prediction

We use a Support Vector Machine (SVM) with a radial basis function (RBF) kernel for rating prediction. The feature vector
for each review or summary includes:
 Bag-of-words representation
 Sentiment scores
 Average sentence importance scores

4 EXPERIMENTAL SETUP

4.1 Dataset

We collected 7579 long movie reviews from Douban, a popular Chinese social networking service. The reviews have an
average length of 1397 characters and are rated on a scale of 1 to 5 stars. The distribution of ratings shows a bias towards
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positive reviews, with 35.4% rated 4 out of 5 stars. The dataset was divided into training (70%), validation (15%), and test
(15%) sets to ensure robust evaluation.

4.2 Preprocessing

Reviews were segmented into sentences using punctuation and line breaks as delimiters. We removed reviews shorter than
15 sentences or longer than 253 sentences to ensure a focus on long-form content. Text normalization steps included
lowercasing, removal of stopwords, and stemming. Behavioral flow chart can be seen in Figure 1.

Figure 1 Behavioral Flow Chart

4.3 Experimental Design

We compared the following methods:
1. Full review (baseline)
2. Standard TextRank summarization
3. Position-enhanced TextRank (front-loaded and rear-loaded)
4. Sentiment-enhanced TextRank (Extract(Senti))
For each method, we generated summaries at compression rates ranging from 10% to 50% of the original length. We tuned
the α and β parameters in our scoring formula through grid search on the validation set.

4.4 Evaluation Metrics

We use accuracy (percentage of correct predictions) and Mean Squared Error (MSE) to evaluate the performance of rating
prediction. A prediction is considered correct if it is within ±1 of the actual rating. We also perform an ablation study to
assess the contribution of each component in our enhanced TextRank algorithm.

4.5 Implementation Details

All models were implemented in Python using the Scikit-learn library for SVM and the NetworkX library for TextRank.
The sentiment analysis was conducted using the ROST Emotion Analysis tool, which we integrated into our preprocessing
pipeline. Training and evaluation were performed on a machine with an Intel i7 processor and 16GB RAM.

5 RESULTS AND DISCUSSION

5.1 Overall Performance

Just like Figure 2, the sentiment-enhanced TextRank (Extract(Senti)) consistently outperformed other methods across all
compression rates. At 30% compression, it achieved an accuracy of 83.7% compared to 80.5% for full reviews and 79.8%
for standard TextRank. The MSE for Extract(Senti) was also lower, indicating more precise rating predictions.
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Figure 2 Overall Performance

5.2 Impact of Compression Rate

In Figure 3, performance peaked at compression rates between 20% and 50%, suggesting that removing some information
can actually improve prediction accuracy by focusing on the most relevant content. Beyond 50% compression, performance
declined, likely due to the loss of critical information.

Figure 3 Impact of Compression Rate

5.3 Sentence Position Analysis

Rear-loaded weighting generally performed better than front-loaded weighting, indicating that the latter parts of long
reviews often contain more rating-relevant information. This finding suggests that reviewers tend to summarize their
opinions towards the end of their reviews.

5.4 Sentiment Feature Contribution

The integration of sentiment features provided a consistent boost in performance across all compression rates, highlighting
the importance of capturing emotional content in reviews.

5.5 Error Analysis

We observed that reviews with neutral ratings (3 stars) were the most challenging to predict accurately, likely due to the
ambivalence often expressed in such reviews. Future research could explore more sophisticated methods to handle neutral
sentiment in reviews.

6 CONCLUSION AND FUTUREWORK
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This study demonstrates the effectiveness of combining advanced text summarization techniques with sentiment analysis for
improving rating prediction on long-form movie reviews. Our approach not only achieves higher accuracy than using full
reviews but also provides insights into the structure and content of informative review segments.
Future work could explore:
1) The application of more advanced natural language processing techniques such as BERT [22] or GPT [23] for feature
extraction and summarization.
2) Incorporating aspect-based sentiment analysis to capture nuanced opinions on specific movie elements [24].
3) Investigating the transferability of this approach to other domains with long-form reviews such as book or product
reviews [25].
4) Developing methods to handle reviews where the textual content contradicts the numerical rating [26].
By advancing our understanding of long-form review analysis, this work contributes to both the theoretical foundations of
natural language processing and practical applications in recommendation systems and content moderation.
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