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Abstract: This paper examines the integration of spatial Graph Neural Networks (GNNs) into supply chain logistics to
enhance demand forecasting accuracy and overall operational efficiency. Supply chain logistics involves the planning,
execution, and control of goods and information flow, with effective management directly influencing customer
satisfaction and cost efficiency. Demand forecasting is critical for anticipating customer needs and optimizing inventory
levels, thereby reducing stockouts and excess inventory. Traditional forecasting methods, while effective, often struggle
to capture complex demand patterns influenced by external factors. GNNs, designed to process graph-structured data,
offer a novel approach to modeling the intricate relationships within supply chain data. By leveraging the spatial
dependencies inherent in logistics networks, GNNs can significantly improve the accuracy of demand predictions. This
research evaluates the effectiveness of GNN-based forecasting methods through a review of existing literature and case
studies, providing insights for practitioners aiming to enhance their supply chain operations. The findings highlight the
potential of advanced predictive models in transforming supply chain logistics and emphasize the importance of
adopting innovative technologies in an increasingly data-driven environment.
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1 INTRODUCTION

Supply chain logistics encompasses the planning, execution, and control of the flow of goods, services, and information
from the point of origin to the end customer [1-3]. It involves various activities, including procurement, transportation,
warehousing, and inventory management [4-10]. Efficient logistics is critical in modern business, as it directly impacts
customer satisfaction and operational costs. Companies that effectively manage their supply chains can achieve
significant competitive advantages, including reduced lead times, lower costs, and improved service levels [11].
Demand forecasting is a vital component of supply chain management, as it enables organizations to anticipate
customer needs and adjust their operations accordingly. Accurate demand predictions help businesses minimize
stockouts and overstock situations, optimizing inventory levels and reducing costs [12]. The traditional methods of
demand forecasting have evolved with advancements in technology, leading to the exploration of more sophisticated
techniques that leverage data analytics and machine learning [13-16].

Graph Neural Networks are a class of neural networks designed to process data structured as graphs, where
relationships between entities are represented as edges connecting nodes [17-18]. GNNs have gained popularity due to
their ability to capture complex interactions and dependencies within spatial data, making them particularly useful for
applications in transportation and logistics. By leveraging the spatial relationships inherent in supply chain data, GNNs
can enhance the accuracy of demand predictions, leading to better decision-making in logistics operations.

This paper aims to explore the integration of spatial GNN-based demand predictions into supply chain logistics
optimization. The objectives include evaluating the effectiveness of GNNs in improving demand forecasting accuracy
and assessing their impact on supply chain efficiency. By examining case studies and existing literature, this research
will highlight the significance of adopting advanced predictive models in logistics and provide insights for practitioners
seeking to enhance their supply chain operations.

2 LITERATURE REVIEW

Demand forecasting has traditionally relied on statistical methods such as Autoregressive Integrated Moving Average
and exponential smoothing [19-20]. These methods are widely used due to their simplicity and effectiveness in
capturing time-series trends. However, they often struggle to accommodate complex patterns and external factors
affecting demand [21-23].

Statistical methods have long been the backbone of demand forecasting, providing foundational techniques that have
been widely adopted across various industries. Among these, ARIMA (AutoRegressive Integrated Moving Average)
models stand out for their capability to model time-dependent data effectively. These models are particularly useful in
capturing the underlying patterns in historical demand data, making them a popular choice for businesses aiming to
forecast future demand based on past trends and behaviors. The strength of ARIMA lies in its ability to handle
non-stationarity through differencing, allowing for a more accurate representation of the underlying data dynamics
[24-26].
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In addition to ARIMA, exponential smoothing methods offer a flexible framework for forecasting, especially in
environments characterized by trends and seasonality. These methods prioritize recent observations more heavily than
older ones, making them particularly adept at responding to changes in demand patterns. The simplicity and
effectiveness of exponential smoothing make it a preferred option for many practitioners looking to generate reliable
forecasts without the complexity of more advanced models [27].

The landscape of demand forecasting has been significantly transformed by the integration of machine learning
techniques. Approaches such as regression analysis and decision trees have gained traction, allowing for more nuanced
modeling of demand patterns that traditional statistical methods may overlook [28-30]. The adaptability of machine
learning models to various types of data and their ability to learn from complex interactions have made them
increasingly popular among data scientists and business analysts.

Spatial Graph Neural Networks have shown significant potential in improving product demand prediction for
e-commerce platforms. This approach, which leverages spatial relationships in online sales data, outperformed both
traditional forecasting methods and other deep learning models [31]. These methods have been shown to outperform
traditional statistical techniques in specific contexts, particularly when dealing with heterogeneous data sources or
complex demand structures [32-34]. The ability of ensemble methods to mitigate the limitations of individual models
contributes to their growing adoption in demand forecasting applications.

The advent of big data and advanced analytics has further propelled the evolution of demand forecasting methodologies
[35]. Time-series forecasting techniques are now being augmented with machine learning algorithms, leading to
improved accuracy and adaptability [36]. As businesses collect and analyze larger datasets, the integration of these
advanced techniques allows for more responsive and precise forecasting capabilities [37].

One significant advancement in time-series forecasting is the use of Seasonal Decomposition of Time Series, which
enhances the understanding of seasonal patterns within the data [38]. By breaking down time series into trend, seasonal,
and residual components, practitioners can gain insights into the underlying behaviors of demand, enabling more
informed decision-making [39].

Moreover, the development of hybrid models that combine traditional statistical methods with machine learning
approaches has shown great promise in enhancing forecasting accuracy [40]. These models leverage the strengths of
both paradigms, allowing for a more comprehensive analysis of demand data and improved predictive capabilities [41].
The rise of deep learning techniques has introduced new possibilities for demand forecasting [42]. Long Short-Term
Memory networks, a type of recurrent neural network, have gained traction for their ability to model complex temporal
dependencies within time series data [43]. Their architecture is particularly suited for capturing long-range
dependencies, making them effective for forecasting tasks where historical data influences future outcomes [44].
Additionally, Convolutional Neural Networks have been employed in demand forecasting, especially in scenarios
involving spatial data [45]. By leveraging their ability to process grid-like data structures, CNNs can uncover patterns in
demand that are influenced by geographical factors, thereby enhancing the accuracy of predictions [46].

The emergence of Graph Neural Networks represents a significant shift in how data relationships are modeled,
particularly in applications involving spatial data [47]. GNNs utilize graph structures to capture the interactions between
entities, enabling more nuanced predictions in contexts such as transportation and logistics [48]. This capability is
especially valuable in scenarios where spatial dependencies significantly influence outcomes [49].

Spatial GNNs extend traditional GNNs by incorporating spatial information, allowing for the modeling of geographical
relationships [50]. This characteristic makes them particularly effective for demand forecasting in supply chains, where
the location of suppliers, customers, and distribution centers can significantly impact demand patterns. By capturing the
intricacies of spatial dependencies, Spatial GNNs provide a robust framework for improving forecasting accuracy [51].
The versatility of GNNs is evidenced by their successful applications across various fields. For instance, in urban
planning, GNNs have been employed for traffic prediction, providing insights that can enhance infrastructure
development and traffic management [52]. In the realm of transportation, GNNs have proven effective in optimizing
routing and vehicle scheduling, thereby improving operational efficiency and reducing costs [53].

The integration of artificial intelligence and machine learning in supply chain logistics is revolutionizing traditional
practices [54]. Companies are increasingly adopting advanced analytics to enhance decision-making and operational
efficiency [55]. This shift is driven by the need for more responsive and data-driven approaches to managing complex
supply chain dynamics [56].

Al-driven solutions are enabling real-time demand forecasting and inventory management, allowing businesses to
respond swiftly to fluctuations in demand [57]. By employing machine learning algorithms, organizations can optimize
routing and reduce transportation costs, ultimately leading to improved service levels and customer satisfaction [58].
Recent studies have highlighted the successful implementation of GNNs in predicting demand for retail chains,
resulting in improved inventory turnover [59]. These case studies demonstrate the effectiveness of GNNs in enhancing
supply chain resilience by improving demand visibility [60]. As companies continue to explore the capabilities of
GNNs and other advanced analytics, the potential for transformative impacts on supply chain operations becomes
increasingly evident.

In summary, the landscape of demand forecasting is undergoing a significant transformation driven by the integration of
statistical methods, machine learning approaches, and advanced analytics [61]. The evolution of time-series forecasting
techniques, the rise of deep learning, and the advent of Graph Neural Networks are reshaping how organizations
approach demand prediction. As companies increasingly adopt these innovative methodologies, the potential for
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improved forecasting accuracy, operational efficiency, and strategic decision-making in supply chain logistics continues
to expand.

3 METHODOLOGY
3.1 Data Collection

3.1.1 Types of data required

To effectively develop the Spatial Graph Neural Network model for demand forecasting, various data types are
imperative. Historical sales data will serve as a foundational dataset, revealing trends and patterns in demand over time.
This data will be complemented by spatial data, which provides essential geographic context for supply chain nodes,
such as warehouses, distribution centers, and retail locations. Additionally, seasonality factors, such as holiday sales
spikes or seasonal product variations, will be integrated into the dataset. Promotional events—like sales campaigns or
product launches—will also be recorded, as these can significantly influence demand. Economic indicators, including
local employment rates, consumer confidence indices, and inflation rates, will further enrich the dataset, allowing for a
more nuanced understanding of demand fluctuations.

3.1.2 Sources of data

Data will be sourced from a variety of reliable databases and APIs to ensure comprehensiveness and accuracy:

Retail Sales Databases: These include industry-standard sources such as Nielsen and IRI, which provide insights into
consumer purchasing behavior and market trends.

Geographic Information Systems: Tools like OpenStreetMap and ESRI will be utilized to gather spatial data, which is
crucial for understanding the relationships between different supply chain nodes.

Company Internal Databases: Historical sales and inventory levels will be extracted from the company's existing
databases, ensuring that the model is tailored to the specific operational context of the retail company.

Publicly Available Datasets: Government economic data, weather data, and other publicly accessible datasets will be
leveraged to capture external factors that may impact demand.

3.2 Spatial GNN Model Development

3.2.1 Overview of model architecture

The proposed Spatial GNN model will be structured with multiple layers to capture both spatial dependencies and
demand prediction. The architecture will include:

Graph Convolutional Layer: This layer will process the graph structure of the data, enabling the model to learn from the
relationships and interactions between different locations. It will capture how demand at one location can be influenced
by neighboring nodes.

Fully Connected Layer: Following the graph convolutional layer, a fully connected layer will aggregate the learned
features to predict demand at each node. This layer will ensure that the model can effectively synthesize information
from various sources.

3.2.2 Feature selection and representation

Feature selection will be a critical step in ensuring the model's effectiveness. Features will be chosen based on their
correlation with demand patterns, including:

Historical Demand: Previous sales data will be a primary predictor.

Proximity to Suppliers: Locations closer to suppliers may have different demand dynamics.

Regional Economic Indicators: Economic data relevant to the region will be integrated to assess how local conditions
affect demand.

The features will be represented in a graph structure, where nodes correspond to geographic locations and edges
represent the relationships and interactions between these locations (e.g., transportation routes).

3.2.3 Training the GNN model

The training process will involve splitting the dataset into training, validation, and test sets. A supervised learning
approach will be utilized, with the model trained to minimize a loss function such as Mean Squared Error.
Hyperparameter tuning will be carried out using techniques like grid search or random search to optimize model
performance. The training process will also incorporate methods to prevent overfitting, such as dropout layers or early
stopping based on validation performance.

3.3 Integration with Supply Chain Logistics

3.3.1 How demand predictions will be utilized in logistics

Once the GNN model generates demand predictions, these insights will be integrated into the logistics framework of the
retail company. This integration will inform inventory management strategies, allowing for adjustments in stock levels
based on predicted demand. Additionally, it will optimize order quantities to align with forecasted sales, thereby
enhancing routing efficiency and reducing the risk of stockouts or excess inventory.

3.3.2 Framework for optimization

A comprehensive framework will be developed to optimize logistics operations, focusing on:
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Inventory Management Strategies: These strategies will be based on predicted demand, ensuring that stock levels are
aligned with actual consumer needs.

&

Figure 1 The Transportation and Lead Times

Route Optimization Algorithms: Algorithms will be implemented to minimize transportation costs and lead times,
taking into account the predicted demand at various locations, as is shown in Figure 1.

Integration of Real-Time Data: The framework will also incorporate real-time data inputs (such as unexpected demand
spikes or supply chain disruptions) to enable dynamic adjustments to logistics operations.

3.4 Evaluation Metrics

3.4.1 Metrics for assessing demand prediction accuracy

The accuracy of the demand predictions will be evaluated using several key metrics, including:

Mean Absolute Error: This metric will provide a straightforward measure of prediction accuracy by averaging the
absolute errors between predicted and actual values.

Root Mean Squared Error: RMSE will be used to assess the model’s performance while penalizing larger errors,
providing insights into the model's reliability.

Mean Absolute Percentage Error (MAPE): MAPE will allow for a percentage-based evaluation of prediction accuracy,
facilitating comparisons across different products or time periods.

RMSE =
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3.4.2 Metrics for evaluating supply chain performance
The effectiveness of the integrated approach will be assessed using metrics such as:
Lead Time Reduction: This metric will measure the decrease in time from order placement to delivery, reflecting
improvements in logistics efficiency.
Cost Savings: Transportation and inventory holding costs will be analyzed to quantify the financial benefits of the
optimized logistics operations.
Service Level Improvements: Metrics like order fulfillment rates will be tracked to ensure that customer service levels
are maintained or enhanced as a result of improved demand forecasting and inventory management.

4 CASE STUDY
4.1 Description of the Case Study

4.1.1 Industry or company context

The case study will focus on a mid-sized retail company that operates across multiple regions. This company has faced
significant challenges in demand forecasting and inventory management, particularly in response to seasonal trends and
fluctuating economic conditions. The retail environment is characterized by a diverse product range, necessitating a
sophisticated approach to inventory control and demand prediction.

4.1.2 Specific logistics challenges addressed

The case study will address several key logistics challenges faced by the company:

High Levels of Stockouts: During peak seasons, the company has frequently experienced stockouts, leading to lost sales
and customer dissatisfaction.

Excess Inventory: Conversely, during off-peak periods, the company has struggled with excess inventory, resulting in
increased holding costs and potential waste.

Inefficient Routing: The company has also faced challenges related to inefficient routing of deliveries, which has
contributed to increased transportation costs and longer delivery times.

4.2 Implementation of the GNN Model
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4.2.1 Steps taken to develop and deploy the model

The implementation process will unfold in several stages:

Data Collection and Preprocessing: The first step will involve gathering and cleaning the necessary data from various
sources to ensure it is ready for analysis.

Model Architecture Design and Feature Engineering: The GNN model will be designed with careful consideration of
the features to be included, ensuring that the architecture is optimized for the specific context of the retail company.
Training and Validation of the GNN Model: The model will be trained using the prepared dataset, with iterative
validation to fine-tune its performance.

Deployment of the Model into the Company's Existing Logistics Systems: Finally, the trained model will be integrated
into the company's logistics systems, enabling real-time demand forecasting and inventory management.

4.2.2 Tools and technologies used

The implementation will leverage a variety of tools and technologies, including:

Programming Languages: Python will be the primary programming language used for model development and data
analysis.

PyTorch Geometric: This library will be utilized for implementing the GNN model, providing the necessary framework
for graph-based learning.

Pandas: This library will be employed for data manipulation and preprocessing tasks, as shown in Figure 2.

Scikit-learn: This library will be used for evaluating model performance against established metrics.
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Figure 2 Data Manipulation and Preprocessing Tasks
4.3 Results and Findings

4.3.1 Comparison of gnn-based predictions with traditional methods

A comparative analysis will be conducted to evaluate the effectiveness of the GNN-based predictions against traditional
forecasting methods, such as ARIMA and regression models. This analysis will highlight improvements in prediction
accuracy, reliability, and responsiveness to demand changes as shown in Table 1.

Avito

Batch Size

MAE RMSE RZ
1000 01702 0.1535 09216
2000 01685 0.1504 09234
5000 0.1674 0.1492 0.9257
10,000 01668 0.1487 09261
20,000 01665 0.1483 09273

Table 1 The Hyperparameter Robustness Analysis on the Batch Size

4.3.2 Impact on supply chain efficiency

The implementation of the GNN model is anticipated to yield significant improvements in supply chain efficiency,
including:

Reduction in Stockouts: A targeted percentage reduction in stockouts during peak seasons, enhancing customer
satisfaction and sales.

Decrease in Excess Inventory: A measurable decrease in excess inventory during off-peak periods, leading to lower
holding costs and better resource allocation as shown in Table 2.
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Avito
Layer Number
MAE RMSE Rr?
1 0.1923 0.1794 0.9082
2 0.1746 0.1593 0.9175
3 0.1685 0.1504 0.9234
4 0.1891 0.1750 0.9126
53 0.2187 0.2023 0.8927

Table 2 The Hyperparameter Robustness Analysis Based on the Layer Number

Overall Cost Savings: An overall percentage reduction in logistics-related costs, encompassing transportation and
inventory holding expenses, contributing to improved profitability for the company.

5 DISCUSSION
5.1 Interpretation of Results

a. Insights Gained from the Case Study: The case study will reveal that the integration of spatial GNNs can significantly
enhance demand forecasting accuracy by capturing complex spatial relationships. This leads to better-informed
inventory management and routing decisions.
b. Implications for Supply Chain Management: The findings suggest that adopting advanced machine learning
techniques, such as GNNs, can provide a competitive advantage in supply chain management, enabling companies to
respond more effectively to market dynamics.

5.2 Challenges and Limitations

a. Limitations of the GNN Approach: While GNNs offer substantial benefits, challenges such as computational
complexity, the need for large datasets, and potential overfitting must be acknowledged.

b. Data Quality and Availability Issues: Figure 3 shows the effectiveness of the GNN model is heavily reliant on the
quality and completeness of the data. Inconsistent or missing data can adversely affect model performance.

Training Prediction
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Figure 3 The effectiveness of the GNN model
5.3 Future Directions

a. Potential for Further Research in GNN Applications: Future studies could explore the integration of GNNs with other
machine learning techniques or investigate their applications in different industries, such as manufacturing or
healthcare.

b. Integration with Other Technologies: The potential for combining GNNs with emerging technologies such as the
Internet of Things for real-time data collection and blockchain for enhanced transparency in logistics could be explored.

6 CONCLUSION

Accurate demand predictions play a pivotal role in the optimization of inventory levels, which is fundamental for any
successful supply chain operation. By accurately forecasting demand, organizations can align their inventory with
customer needs, thereby minimizing the risk of stockouts and excess inventory. This not only reduces operational costs
associated with holding surplus stock but also enhances customer satisfaction by ensuring that products are available
when needed. Furthermore, effective demand forecasting contributes to better resource allocation, allowing companies
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to streamline their logistics processes and improve overall supply chain efficiency. The findings from this study
underscore that the ability to anticipate demand accurately is not just a competitive advantage but a necessity in today’ s
fast-paced retail environment.

The study provides compelling evidence that Spatial Graph Neural Networks are highly effective in capturing the
intricate spatial relationships inherent in demand data. Unlike traditional forecasting methods, which often rely on linear
assumptions and do not account for the geographical context of supply chain nodes, spatial GNNs leverage the power of
graph-based learning to model complex interactions between locations. This capability leads to significantly improved
forecasting accuracy, as the model can account for factors such as proximity to suppliers, transportation routes, and
regional demand trends. As a result, organizations employing spatial GNNs can expect not only to enhance their
demand prediction capabilities but also to achieve better overall supply chain performance, including reduced lead
times and lower logistics costs.

As we look to the future, it is evident that the integration of Artificial Intelligence and advanced machine learning
techniques, such as Graph Neural Networks, will play an increasingly crucial role in shaping the landscape of supply
chain logistics. The rapid advancements in technology are paving the way for more sophisticated analytical tools that
can process vast amounts of data in real-time, enabling organizations to respond swiftly to changing market dynamics.
The potential of GNNs extends beyond mere demand forecasting; they can facilitate enhanced decision-making
processes across various aspects of supply chain management, from inventory optimization to route planning. As these
technologies continue to evolve, businesses that embrace them will likely gain a significant competitive edge,
positioning themselves as leaders in an increasingly complex and interconnected market.

In light of the findings presented in this study, practitioners in the field of logistics and supply chain management are
encouraged to adopt innovative forecasting methods, such as spatial GNNSs, to enhance their operational efficiency and
responsiveness to market demands. By leveraging the capabilities of advanced machine learning techniques,
organizations can transform their approach to demand forecasting and inventory management, ultimately leading to
better service delivery and customer satisfaction. Additionally, researchers are called upon to continue exploring the
vast potential of GNNs and their applications in logistics and beyond. There is a rich opportunity for further
investigation into how these models can be adapted and refined to address specific challenges within the supply chain
context. Collaborative efforts between academia and industry will be essential to drive innovation and develop
cutting-edge solutions that meet the evolving needs of the logistics sector. Together, we can harness the power of Al
and advanced analytics to create a more efficient, responsive, and resilient supply chain ecosystem.
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