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Abstract: Binary program dependence analysis is pivotal for security applications such as vulnerability detection and
malware analysis, yet faces significant challenges due to path explosion, indirect branches, and over-approximation.
This survey systematically examines state-of-the-art techniques, including value set analysis (VSA), path-sampling
methods (BDA, DueForce), block memory models (BPA, BinPointer), and machine learning approaches (NeuDep), to
address three core research questions: (1) how existing methods achieve scalability, (2) the compromises made in
scalability and their impact on precision/soundness, and (3) alternative strategies to transcend these tradeoffs. We
propose a three-dimensional analytical framework—methodological taxonomy, empirical evaluation, and
forward-looking synthesis—to categorize 11 representative tools and evaluate their performance on the SPEC CINT
2000 benchmark. Key findings reveal that path-sampling methods like BDA balance soundness and efficiency but
struggle with complex control flow, while machine learning-based NeuDep mitigates false positives through hybrid
modeling. Dynamic analysis (DueForce) prioritizes precision but suffers from scalability limitations. Our contributions
include a novel taxonomy exposing precision-soundness-scalability tradeoffs, a refined evaluation methodology
integrating symbolic execution for accuracy validation, and pioneering pathways for next-generation analysis via sparse
value-flow analysis. The results underscore the need for context-aware strategies to handle modern software complexity,
offering actionable insights for advancing binary analysis in security hardening and vulnerability defense.
Keywords: Dependence analysis; Binary analysis; Static analysis; Path explosion; Abstract interpretation

1 INTRODUCTION

Binary program dependence analysis serves as a critical foundation for binary code analysis, encompassing two core
components: data dependence analysis and control dependence analysis [1]. Data dependence analysis identifies
define-use relationships between instruction operands [1,2], while control dependence analysis traces define-use chains
involving status registers in conditional branches. In dynamic binary analysis, dependence analysis mitigates
over-approximation-induced false positives by comprehensively modeling feasible execution paths (via control
dependence) and reconstructing precise data flows (via data dependence) [3]. These derived paths and flows enable
downstream security applications such as vulnerability discovery [4-8], malware analysis [1,3,9-12], and software
hardening[13-16], forming the basis for robust program understanding and transformation.
According to statistics from the National Institute of Standards and Technology (NIST) [17], the most common newly
added vulnerability types from 2019 to 2023 are as follows: memory safety vulnerabilities (38%), input validation
vulnerabilities (22%), logic errors (18%), configuration and permission vulnerabilities (12%), and other types (10%).
Among them, all memory safety vulnerabilities, along with some input validation and logic error vulnerabilities, can be
identified through binary data flow-based analysis. About 65% of these vulnerabilities can be exploited on binary
programs without source code. For example, the CVE-2021-3156 (sudo heap buffer overflow vulnerability) disclosed in
2021 affected millions of Linux devices worldwide due to unvalidated command-line argument length (CWE-119); the
CVE-2022-23521 (Git integer overflow vulnerability) disclosed in 2023 allowed arbitrary read-write of heap memory
(CWE-787) due to improper handling of path pattern counts (CWE-190), which could lead to remote code execution;
and the CVE-2024-3171 (Google Chrome use-after-free vulnerability) disclosed in 2024 was caused by improper
tracking of accessibility object lifecycles (CWE-416), leading to heap corruption. These vulnerabilities pose threats to
operating systems, applications, and the entire network environment through different triggering paths, offering
attackers opportunities for remote code execution, privilege escalation, or bypassing security mechanisms, further
highlighting the importance of binary analysis in vulnerability defense.
Currently, dynamic analysis methods such as fuzzing [18] are widely applied in the field of binary vulnerability
discovery. However, since execution paths largely depend on input data and environment variables, dynamic analysis is
unable to achieve comprehensive coverage of all feasible paths [1,3,19]. It also cannot automate software hardening or
provide sound hardening strategies based on its poor path coverage. In contrast, static analysis theoretically guarantees
execution path coverage [20-23] and can reuse analysis results from different paths through abstract interpretation
[24-26] to improve efficiency. Furthermore, abstract interpretation provides guarantees for the soundness of security
hardening methods by describing program behaviors and vulnerability triggering paths[1,20,21,27], which also ensures
that no new logical issues are introduced during the patching process. It should be noted that traditional binary static
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analysis, relying solely on executable file structure and individual instruction semantics, struggles to handle complex
control structures like indirect branch instructions [20,28]. Therefore, existing research [1,3,29,30] often combines
techniques such as symbolic execution [26,31,32] to construct more accurate control flow graphs (CFGs) and identify
all dependencies.
Although static binary analysis based on dependence analysis has advantages over dynamic analysis in path coverage
and soundness, with the increasing complexity of modern software and the rise of various code obfuscation techniques,
traditional symbolic execution-based binary dependence analysis faces significant challenges in scalability, primarily
due to path explosion caused by complex control flows [1]. In recent years, academia has proposed several methods to
mitigate path explosion by balancing analysis precision, coverage, and efficiency to achieve more scalable binary
program dependence analysis [1-3,33,34]. In summary, we focus on three research questions:
 RQ1 - How do existing analysis methods achieve scalability?
 RQ2 - What compromises have existing analysis methods made in pursuit of scalability, and how do these

compromises affect analysis precision and soundness?
 RQ3 - Are there methods from other related research areas that can replace these compromise strategies without

sacrificing precision and soundness?

Table 1 The Sensitivity of Existing Tools for Binary Dependence Analysis
Category Tool Flow-Sensitive Context-Sensitive Path-Sensitive

Alias Analysis Alto[35] ● ○ ○
Dependence Analysis Salto[28] ● ○ ○
Dependence Analysis VSA[20] ● ○ ○
Dependence Analysis CodeSurfer[27] ● ● ○
Dependence Analysis BDA[1] ● ● ○
Force Execution DueForce[3] ● ● ●
Points-to Analysis BPA[29] ● ● ○
Points-to Analysis BinPointer[30] ● ● ○
Alias Analysis RENN[33] ● ○ ○
Alias Analysis DEEPVSA[34] ● ○ ○

Dependence Analysis NeuDep[2] ● ● ○

To answer the research questions above, we systematically investigate existing approaches through a three-dimensional
analytical framework: methodological taxonomy, empirical evaluation, and forward-looking synthesis. First, we
establish theoretical foundations by formalizing key concepts of binary dependence analysis and dissecting the interplay
between different analysis sensitivities (Section 2). This framework enables us to systematically categorize 11
representative methods in Table 1 through our novel taxonomy (Section 4), revealing inherent tradeoffs between
precision, soundness, and scalability (RQ1). Building on this comprehensive survey, we conduct focused empirical
evaluation of three paradigmatic implementations - selected for their contrasting compromise strategies - using
real-world programs from the SPEC CINT 2000 benchmark (Section 5). This targeted analysis quantitatively
demonstrates how architectural differences impact practical effectiveness, particularly in handling path explosion and
indirect branches (RQ2). Finally, by synthesizing insights from software engineering, formal methods, and machine
learning domains (Section 7), we propose novel pathways to transcend traditional tradeoffs through sparse value-flow
analysis and neural-symbolic integration (RQ3). Our multi-stage investigation progresses from fundamental principles
to concrete implementations, culminating in a unified evaluation framework and actionable directions for
next-generation analysis systems.
Overall, our main contributions are as follows:
 We develop a novel framework that systematically categorizes existing techniques, revealing fundamental

tradeoffs between precision, soundness, and scalability across 11 state-of-the-art methods.
 Building upon the experiment setup from BDA, we provide a more systematic evaluation method to reveal the

precision of different binary dependence analysis method.
 Finally, we discuss our observations on the existing sparse value-flow analysis and pioneer sparse value-flow

analysis as a viable pathway for next-generation dependence analysis on binary programs.

2 PRELIMINARY

In this section, we aim to establish the theoretical foundation and overall understanding of binary dependence analysis.
First, we systematically introduce the key concepts in binary analysis, including alias analysis, points-to analysis, data
dependence analysis, and control dependence analysis. Following that, we introduce different sensitivities of analysis in
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data dependence analysis and their implications for analysis methods. Then, we present the common process for various
binary data dependence analysis methods, laying a solid foundation for the in-depth discussion in the following sections.
Finally, we discuss the existing evaluation methods and criteria as the fundamental design of our innovative evaluation
method.

2.1 Concepts of Binary Dependence Analysis

In the field of software analysis, dependence analysis was first used to identify data dependencies between statements in
high-level languages (such as C/C++, FORTRAN) [36] to assist in parallel design and compiler optimization. To
achieve instruction-level parallelism through instruction scheduling, Amme, et al. [28] combined binary alias analysis
with high-level language data dependence analysis, thus introducing the earliest form of binary data dependence
analysis. Since control dependence analysis can be considered as a combination of data dependence analysis results, its
main function is to verify the feasibility of execution paths. Therefore, binary data dependence analysis can
simultaneously complete control dependence analysis. We will first introduce the foundational concepts of binary alias
analysis and points-to analysis, and then define the problem of binary dependence analysis based on existing methods.
2.1.1 Alias and points-to analysis on binary programs
In binary analysis, both alias analysis and points-to analysis focus on memory operands [29,30,35,37-39]. Alias analysis
is used to determine whether different operands will point to the same memory location along a particular execution
path [20,33-35,39], while points-to analysis identifies the memory address that a memory operand points to along
different execution paths [29,30]. Since memory operands in binary programs are only identified by operand addresses
composed of registers and values, as well as operand lengths, alias analysis or points-to analysis for the entire binary
program treats all memory operands as dereferenced pointer variables. Furthermore, when relative symbolic expressions
are allowed to represent memory address results in points-to analysis, binary alias analysis and points-to analysis
become equivalent analytical processes [37].
2.1.2 Data dependence analysis on binary programs
In binary analysis, data dependence analysis is primarily used to identify the define-use relationships between operands
in instructions [1,2,20,21]. Since the register values in the memory operand address expressions vary across different
execution paths or instructions, when performing data dependence analysis on an instruction with a memory operand as
the source operand, it is necessary to first determine the alias operands of this memory operand along certain execution
paths through alias analysis. These alias operands may form define-use, use-use, use-define, or unreachable
relationships with the analyzed memory operand [28]. Binary data dependence analysis filters out the instruction pairs
that can form define-use relationships as the instruction pairs containing data dependencies.
Definition 1. In a binary program, for a pair of instructions I1 and I2, where �1 is the destination operand of �1 and
�2 is a source operand of �2, both of which are memory operands, if there exists a feasible execution path π that passes
through �1 and �2 such that �1 and �2 are alias operands, and there are no instructions �3 on path π between �1
and �2 with a destination operand that is an alias of �2, then it can be said that there is a data dependence from �2 on
�1.
Based on the above definition, the operands involved in binary data dependence include both register operands and
memory operands. Binary data dependence analysis that focuses solely on memory operands [1,3] is referred to as
binary memory dependence analysis. Since alias relationships between register operands can be directly determined
based on their names, data dependence analysis for register operands only requires verifying the feasibility of execution
paths between instructions. Therefore, existing research on binary data dependence analysis methods primarily focuses
on binary memory dependence analysis.
2.1.3 Control dependence analysis on binary programs
Like control dependence analysis in high-level languages, binary control dependence analysis constructs define-use
chains along execution paths to determine the feasible branch targets of conditional or indirect branch statements on
different execution paths [1,7,29,40-44]. This helps to limit the feasible search space for data dependencies or data flow
in subsequent analyses and completes control flows involving indirect branches that pure static analysis cannot resolve.
Due to the interdependence between data dependence and control dependence, existing analysis methods often require
iteratively alternating between data dependence and control dependence analysis until the analysis results reach a fixed
point.
Definition 2. In a binary program, for a pair of instructions �1 and �2, where �2 is a conditional branch instruction or
an indirect branch instruction, if there exists a feasible execution path π that passes through �1 and �2 such that there
is a define-use chain between �1 and �2, then it can be said that there is a data dependence between �1 and �2.

2.2 Sensitivities of Analysis

In binary dependence analysis, different methods selectively maintain varying levels of sensitivity, such as flow
sensitivity, context sensitivity, and path sensitivity, to balance precision, soundness, and analysis efficiency.
2.2.1 Flow sensitivity
Flow sensitivity requires that the analysis method determine the execution order of different program statements based
on the control flow [20,28,45]. In binary dependence analysis, ensuring flow sensitivity helps distinguish true data
dependencies (define-use relationships) from anti-dependencies (use-define relationships) [28]. Since the execution
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order between instructions must be maintained and evaluated, flow-sensitive analysis methods incur more time and
memory overhead compared to flow-insensitive methods. However, this overhead is necessary to implement a usable
binary dependence analysis method [29].
2.2.2 Context sensitivity
Context sensitivity requires that the analysis method maintain the program's call stack, recording the call and return
relationships between different functions [21,27,46-48]. During the traversal of program statements, context-sensitive
analysis methods can determine the call chain that reaches the current function based on the call stack state and the
push/pop records. The call chain will facilitate the context-sensitive methods to identify potential data interactions
between functions. In binary dependence analysis, ensuring context sensitivity is essential for accurate inter-function
analysis. When traversing a binary program along its control flow, context-sensitive analysis methods can not only
determine the data or control dependencies between instructions of the current function and externally callees through
parameter registers and specific call sites, but also identify data or control dependencies within the control flow graph of
the current function from callees, based on their parameters, return values, and different call sites.
Obviously, maintaining the call stack and distinguishing between different call sites requires additional time and
memory. As the complexity of the program's call graph increases and recursive structures are introduced, existing
analysis methods are unable to fully achieve complete context sensitivity. Some early methods, such as the original
VSA[20], abandoned context sensitivity. To balance precision and analysis efficiency, current methods typically use
techniques to limit call stack depth to implement partially context-sensitive analysis [23,31,32].
2.2.3 Path sensitivity
Path sensitivity requires the analysis method to distinguish between data flow states from different execution paths and
determine whether each path is feasible [1,49-51]. Consequently, state information from different branches cannot be
directly merged at control flow join points. According to Definitions 1 and 2, accurate binary dependence analysis
demands path sensitivity to ensure traceable data dependencies. However, maintaining path sensitivity often leads to a
significant increase in computational complexity [20].
Firstly, analysis methods that do not allow path merging inevitably face the issue of path explosion [23,26,52].
Subsequently, determining path feasibility typically involves using an SMT solver to treat all branch conditions on a
path as constraints and assess the model’s feasibility [26,49-51,53]. As the number of conditional branches increases,
the complexity of the path feasibility model grows, making the problem increasingly NP-hard and potentially
unsolvable [23,26,43]. Compared to high-level language programs, binary programs usually require more complex
instruction combinations to achieve the same functionality, resulting in longer execution paths and more path
constraints. Therefore, existing binary dependence analysis methods [1,20,27,39] avoid considering path sensitivity to
mitigate path explosion and constraint explosion.

2.3 Process of Binary Dependence Analysis

Although binary dependence analysis and its associated alias analysis and points-to analysis have been studied for over
30 years, the structural characteristics of binary programs and the features of assembly language have not fundamentally
changed [1,3,20,28-30]. As a result, different binary dependence analysis methods still follow the same basic process
framework. As shown in Figure 1, all binary dependence analysis methods consist of five parts, arranged from bottom
to top: disassembly, inter-procedural control flow graph (iCFG) construction, abstract interpretation, partial alias
analysis, and dependency construction. All these modules will support the indirect branch target inference from the
indirect branch complement module that could direct other modules to complement their analysis processes.

Figure 1 The Common Architecture of Existing Binary Dependence Analysis Methods

Binary dependence analysis identifies data dependencies by analyzing instruction sequences in assembly code extracted
from executable files. This process relies on foundational binary analysis frameworks that implement three core
components: (1) disassembly methods to recover assembly code [54-61], (2) function partitioning techniques to
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delineate code boundaries [62-64], and (3) iCFG construction to model program execution paths [41,43,61,65]. The
granularity of iCFG nodes varies across methods: nodes may represent individual instructions or basic blocks, with
edges dynamically defined to reflect control flow transitions between these units [23,41].
To achieve architecture-agnostic analysis and simplify downstream tasks, most approaches build abstract
interpretations or intermediate representations (IR) atop the iCFG [1,20,29]. These abstractions decouple analysis logic
from low-level instruction semantics while enabling integration with diverse alias analysis techniques to resolve
memory operands. Dependencies are then derived by tracking data flows along control paths, correlating aliases with
their definition-use chains.
A critical challenge lies in resolving indirect branches (e.g., jumps via registers or computed addresses). Modern
methods address this by inferring branch targets after accomplishing the necessary dependency collection, dynamically
refining the iCFG to incorporate resolved control flow edges [1,29,30]. This process may occur incrementally during
dependency collection or as a post-processing step, allowing flexibility to revisit and refine earlier analysis stages. By
unifying disassembly, iCFG construction, abstract interpretation, and alias resolution, binary dependence analysis
frameworks achieve both precision in dependency extraction and adaptability across instruction sets and optimization
patterns.

2.4 Existing Evaluation Setup for Binary Dependence Analysis

Due to the complexity of programs used in the real world, there is still no feasible method to identify all data
dependencies in a binary program. As a result, existing evaluation methods rely on multiple metrics to compare their
results with selected benchmark methods under specific conditions. Early comparative methods focused on ablation
experiments of core analysis techniques based on basic analysis frameworks, comparing the analysis results for the
same program, including the number of discovered data dependencies and performance metrics such as analysis time
and memory usage. Since Value Set Analysis (VSA) [20,21,27] dominates in binary dependence analysis, recent
research methods compare their results with VSA or its variants [27,34], while also considering other existing methods
to demonstrate general advantages.
The experimental methods used in the paper of BDA [1] have been widely adopted in subsequent binary dependence
analysis research. Unlike early comparison methods, this evaluation approach primarily focuses on data dependencies
caused by memory operands, i.e., comparing binary memory dependence analysis results. Specifically, the evaluation
method first uses dynamic analysis [66] to obtain memory dependencies with high code coverage as reference
dependencies. By comparing with the reference dependencies, it identifies missing dependencies (missing dependencies)
and additional dependencies (extra dependencies) in the results of different binary dependence analysis methods when
analyzing the corresponding binary program. To verify the correctness of the additional dependencies, the evaluation
method also identifies the data types involved in each instruction by designing the specific pass for LLVM compilation
test samples, which then identify the false positives (incorrect dependencies) from extra dependencies if the instructions
involve the same data type. When comparing different analysis methods, this evaluation method mainly compares the
number of missing dependencies and additional dependencies, while using false dependencies as auxiliary indicators to
determine if the difference in the number of additional dependencies primarily stems from changes in the number of
false dependencies.

3 FUNDAMENTAL STAGES

In this section, we focus on the foundational technologies supporting binary dependence analysis, specifically the three
underlying components of binary dependence analysis methods. We first introduce the basic principles and methods of
disassembly technology, then explore the construction of key program representations such as the inter-procedural
control flow graph (iCFG). Following that, we present abstract domains and abstract interpretation techniques,
highlighting their core role in reducing analysis complexity and improving accuracy. These basic stages not only
provide the theoretical foundation for understanding subsequent advanced methods but also offer technical support for
solving practical problems in real-world applications.

3.1 Disassembly

As a fundamental technology for various binary analysis tasks, disassembly has continuously evolved over the past
decades. Consequently, binary dependence analysis methods from different periods have employed different
disassembly tools. Here we focus on the disassembly technologies and tools used in current binary dependence analysis
techniques, which can be categorized into two types: linear scanning by instruction addresses and recursive descent
parsing based on static control flow of instructions.
Among the disassembly tools using the linear scanning method, the most widely used is objdump from GNU Binutils
[55]. Objdump identifies the file type and segmentation information by parsing the executable file's header. It also
determines the start and end addresses of the code section based on file metadata for instruction-by-instruction
disassembly. In addition, objdump supports disassembly for a given range of instruction addresses and can decode
specific data sections in the provided encoding format. Another linear scanning disassembler used in binary dependence
analysis is Radare2 [67]. Compared to objdump, Radare2 better supports plugin extensions and user scripts, enabling
multi-round heuristic scanning to improve disassembly coverage.
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Currently, more disassembly tools use recursive descent parsing methods, which can independently disassemble binary
code with overlapping instructions and complex control flow without relying on plugin scripts. These tools include free
and open-source tools like Dyninst [41,42], Angr [23], and Ghidra [57], as well as commercial tools like IDA Pro [56]
and Binary Ninja [68]. Among them, the Hex-Rays plugin for IDA Pro is the most widely used disassembly tool. IDA
Pro and its available plugins generally use pattern matching and other methods to identify code block entries and
cross-references from the code section or symbol table. Hex-Rays utilizes this information to restore the control flow
and uses a multi-stage recursive descent method along the control flow to achieve efficient and complete disassembly.
Similarly, other tools also rely on pattern matching to identify function entries, with the main difference being in the
methods used to restore control flow, such as VSA, symbolic execution, and intermediate language abstract
interpretation.
Although disassembly technology has matured after decades of development, its static analysis characteristics still
present three main challenges when relying solely on disassemblers. First, the removal of symbols from binary files
makes many disassembly strategies ineffective, leading to difficulties in identifying some code block entry addresses
[41,69,70]. This can result in incomplete control flow recovery and the inability to identify certain overlapping
instructions. Second, special control flows caused by indirect branches and functions without return values often lead to
failures in control flow recovery when using recursive descent parsing methods, causing incorrect identification of code
block entries [7,41,65,71]. Lastly, the complex instruction scheduling during compilation and the use of tail calls lead to
many disassembly tools being unable to accurately delineate function boundaries [23,41,42,69]. This can even result in
instructions within the same function not being in a contiguous address range, or different functions sharing code, which
further causes control flow recovery to fail.

3.2 Construction of Inter-procedural Control Flow Graph

In binary analysis, the construction of the Control Flow Graph (CFG) is the foundation for various analysis tasks.
Depending on the subsequent tasks, instructions or basic blocks are used as nodes in the CFG, with control flow
information connecting different nodes. Each CFG represents the control flow within a function. By merging all CFGs
and connecting the call points to the entry points of the callees and the exit points of the callees to the return points, the
entire program’s inter-procedural control flow graph (iCFG) can be obtained. Therefore, constructing the iCFG mainly
involves solving three problems: function boundary identification, function exit recognition, and the construction of
indirect branch control flow edges.
First, function boundary identification aims to determine the nodes within a function's CFG while also identifying the
function's entry point [41,62,63,72]. Existing binary dependence analysis methods [1,2,20,29] typically use disassembly
tools [54,56,73,74] to identify function boundaries directly. When analyzing symbol-stripped binary code,
decompilation tools generally combine various strategies, including function prologue pattern matching, recognizing
function entry points based on exception handling sections, tracing function entries through cross-references, and
scanning instructions using heuristic rules. In recent years, studies on disassembly methods have introduced more
probabilistic models and machine learning approaches, including traditional bidirectional RNN models [75],
attention-based Transformer models [76,77], and probabilistic models based on Bayesian networks [63].
Although function boundary identification also helps identify function entry points, when constructing the
inter-procedural edges for the iCFG, it is also necessary to identify the exit points of callees. The main challenge here is
recognizing tail calls within callees and recursively collecting the tail call exit points to establish the actual
exit-to-return edges [7,41]. The disassembly tools used in existing binary dependence analysis methods identify tail
calls in different ways. These tools use stack frame analysis to identify stack frame recovery code ending with jmp
instructions as tail calls, with differences lying in the method used to determine which code blocks require stack frame
analysis. IDA Pro and Ghidra use control flow pattern matching to identify potential tail call locations, Radare2
conducts stack frame analysis only at the highest function addresses based on function boundary identification, and
Binary Ninja, Angr, and Dyninst identify the start of stack frame recovery through intermediate languages, symbolic
execution, and dynamic instrumentation, respectively. Once the jmp instruction for a tail call is identified, the callee can
be determined based on the instruction’s source operand, and further recursive search for exit points is conducted.
Finally, the target address of indirect branches often cannot be determined through simple static analysis, so additional
methods are designed to resolve the target of indirect branches to complete the construction of the full CFG and iCFG.
The most used method involves backward slicing to trace the values of the source operands in indirect branch
instructions [11,23,25,26,44,78], followed by over-approximation techniques to directly treat the obtained values as the
unconditional target of indirect branch instructions, thus completing the construction of the CFG and iCFG. Some
analysis methods also tired to replace backward slicing with forward slicing [16,79,80], limiting the number of explored
paths to achieve infinite length slicing along a single execution path. In binary dependence analysis, control dependence
analysis can more accurately identify indirect branch targets, so all analysis methods use their own control dependence
analysis results, obtained through the define-use chains, to resolve the targets of indirect branches. With this enhanced
control flow, a more accurate iCFG can be constructed, leading to more precise dependence analysis.

3.3 Abstract Interpretation
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Abstract interpretation is a formal static program analysis technique [24], where its core function is to use mathematical
models to reliably approximate program behavior, thereby achieving efficient program analysis methods. Compared to
the intermediate representations (IR) used in disassembly tools [23,55], abstract interpretation reduces the amount of
information to be processed by ignoring operations unrelated to the analysis task. On the other hand, it allows analysis
methods to conservatively estimate uncertain values to ensure path coverage. In binary dependence analysis, abstract
interpretation is generally used as the foundation for the analysis, providing an abstract expression of the disassembled
binary program before the analysis, aligning with the design of subsequent dependence analysis methods.
In program analysis, the abstract interpretation method constructs an abstract domain based on lattice theory and the
concrete domain of various components in the program. This process ensures that the concrete expression of each
variable and other components in the concrete domain can be mapped to a unique abstract expression in the abstract
domain via a specific Galois connection. On top of the abstract domain, abstract interpretation also requires the
construction of transfer functions to simulate operations in program execution, including arithmetic and memory
operations. According to lattice theory, traditional abstract interpretation methods also require performing a fixed-point
calculation, which iteratively applies transfer functions until the concrete domain ranges of each abstract symbol
converge to a definite interval. Fixed-point calculation ensures the stability of the program state obtained from the
analysis, thereby guaranteeing path coverage in abstract interpretation.
During the computation of the program state’s fixed point, the use of interval sets for abstract expression allows for
merging abstract expressions of the same operand at control flow join points. By merging different execution path states,
this approach avoids path explosion and improves analysis efficiency. When merging abstract expression sets for an
operand, abstract interpretation uses over-approximation methods to ensure that the merged abstract expression covers
all execution paths that pass through the merged program points. By combining fixed-point calculations with
over-approximation designs used during branch merging, the soundness of the analysis results using abstract
interpretation can be ensured.
In binary dependence analysis, given the complexity of analyzing the control flow of actual programs, existing analysis
methods generally first partition the entire program, then abstractly interpret different components of the program as
needed, and replace the fixed-point calculation in abstract interpretation with their own unique analysis strategies to
achieve efficient binary dependence analysis. Existing binary analysis methods for partitioning the abstract
interpretation domain are generally categorized into three types: memory region partitioning, represented by VSA [20];
execution path partitioning, represented by BDA [1]; and variable memory block partitioning, represented by BPA [29].
Among these, memory region partitioning methods have a relatively coarse granularity, and under conservative analysis
strategies, they can lead to many false positives. In contrast, execution path partitioning, although able to reduce the
granularity of abstract interpretation partitioning to lower false positives, can somewhat damage the soundness of
abstract interpretation due to the path sampling methods used in BDA. Moreover, different execution paths often have
many overlapping segments, which results in redundant computations. Another abstract interpretation method
transforms program statements into Static Single Assignment (SSA) form [81], which partitions memory blocks for
individual variables. This analysis method achieves the finest granularity of abstract interpretation and memory model
partitioning, but it also requires more transfer function applications, leading to higher computational complexity when
using similar analysis methods.

4 EXISTING BINARY DEPENDENCE ANALYSIS METHODS

In this section, we will provide a comprehensive review and summary of the current mainstream binary dependence
analysis methods. By comparing strategies based on value set analysis, path sampling, variable block memory models,
and machine learning, we will explore the advantages and disadvantages of each method in terms of soundness,
precision, and scalability. Through a categorized discussion of these methods, we aim to reveal the suitable application
scenarios and potential limitations of different strategies, providing valuable insights for researchers in selecting and
improving their technical approaches.

4.1 Value Set -Based Binary Data Dependence Analysis

The use of value set-based analysis methods to simplify the analysis process in binary analysis first appeared in the alias
analysis of executable code based on Alto [35]. This method combines abstract states � and modular �-residue sets �
as address descriptors �, � for each register at specific program points. By performing forward data flow propagation
and widening operations at control flow branch join points, the method transforms the address descriptors and
determines whether the abstract states and modular � -residue sets in different descriptors are equivalent or have
overlapping regions, which helps identify alias operands at different program points. After completing alias analysis,
control flow information, implemented using Alto, can be used to filter out data dependencies from alias instructions,
thus enabling data dependence analysis.
Amme, et al. [28] introduced the first value set-based binary dependence analysis in their data dependence analysis of
assembly code. This method uses symbolic value sets to achieve efficient symbolic value propagation and loop
processing strategies during symbolic execution. Compared to Debray et al.'s abstract expression for addresses, the
symbolic value set propagation in this method includes both abstract address sets and abstract symbolic value sets. On
this basis, Amme et al. first proposed the use of non-symbolic value (NSV) registers in loop analysis. These NSV
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registers retain constant values within loops, which reduces unnecessary symbolic execution in loops and lowers the
computational overhead of abstract interpretation during loop analysis.
Subsequently, Balakrishnan and Reps [20] proposed the Value Set Analysis (VSA), which became the dominant
method in binary alias analysis and subsequent binary data dependence analysis in a decade. The core idea of VSA is to
compute the set expressions of operand addresses and values along the control flow using abstract interpretation.
Memory operands are represented as abstract locations (a-loc), and whether they alias is determined by checking for
intersections between different a-loc value sets. As the control flow graph is traversed, VSA tracks operand lifecycles
via memory states and determines the reachability of data flow between operands and the potential for affine
relationships. Based on whether aliases can form a define-use relationship, VSA determines whether data dependencies
exist between instructions.
The key to VSA's efficient, sound, and relatively precise design lies in three aspects:
1. Abstract memory model: VSA divides the memory space of a program into global, heap, and function-specific

stack regions, and defines continuous memory blocks belonging to the same operand as a specific a-loc within the
abstract memory model.

2. Precise value set representation: Based on the address expression forms of memory operands in the instruction
set, VSA represents the a-loc value set as a collection of congruent integers within a restricted interval (RIC).
During program traversal, as the memory model is updated by instructions, VSA performs widening on the a-loc
value set at control flow join points and keeps it in the RIC form, while restricting the widening range based on
affine relationships between operands in the execution flow.

3. Dynamic control flow completion: During control flow traversal, VSA uses specific memory model content to
infer indirect branch target addresses, dynamically completing missing control flow edges.

Compared to earlier methods that also used set expressions for operand addresses and values, VSA achieves more
efficient alias operand matching through simpler value set representations and memory space partitioning. Additionally,
maintaining affine relationships between operand value sets allows VSA to achieve higher analysis accuracy. VSA also
considers indirect branch instructions in binary programs and uses a dynamic analysis-like method to complete the
control flow graph during traversal, leading to higher coverage and soundness.
Although VSA has made significant progress in accuracy and efficiency, it assumes that the base addresses for local
function addresses are the stack frame register ��� or stack pointer register ��� , and the address offsets must be
negative. In optimized code and malicious code analysis, this assumption leads VSA to often mistakenly treat memory
operands not using ��� or ��� as global operands. VSA refers to these memory operands as indirect operands. Since
the address expressions of indirect operands are not numerical and VSA is context-insensitive, VSA generalizes the
a-loc of indirect operands in callees to ⊤ , representing an unconstrained set, and merges these a-locs into the global
memory model. This leads VSA to believe that indirect operands might be located anywhere in the global memory
model, causing significant false positives in alias analysis and data dependence analysis.
To address the low precision caused by over-approximation and context insensitivity, Reps and Balakrishnan [27]
introduced the GMOD merging mechanism and context-sensitive mechanisms into VSA. The GMOD information is
used to track the set of operands modified within a function. During cross-function analysis, modified VSA only merges
the a-locs of indirect operands in the GMOD information of the callee into the global memory model, reducing
over-approximation of the global memory model state and improving cross-function analysis performance. When
merging a-locs, the modified VSA uses an aggregate structure (ASI) to represent a-locs of compound data types such as
arrays and structures. Combined with a VSA-ASI iterative mechanism, it repeatedly identifies elements within data
structures and progressively optimizes the a-locs of these compound data types. By refining the a-loc elements
contained in complex data structures, the modified VSA further improves the tracking precision of indirect memory
operations. Finally, the method abstracts the context information at function call sites as a finite-length call string and
implements a context-sensitive VSA using a worklist algorithm combined with the GMOD merging mechanism.
Compared to the original context-insensitive VSA, this new design increased the traceable usage and definition of
indirect operands in the experimental program samples from 29% and 33% to 81% and 90%, respectively.

4.2 Path-Sampling-Based Binary Data Dependence Analysis

Although context sensitivity has greatly improved the analysis accuracy of VSA, the root cause of the significant alias
analysis false positives in VSA lies in the over-approximation caused by the widening of a-loc value sets during control
flow join point merging, which ensures their RIC form. Specifically, when merging the a-locs of non-static address
operands in the global region across functions, VSA directly converts these a-loc value sets to ⊤ , resulting in severe
false positives in alias analysis and data dependence analysis. To fundamentally address this issue of
over-approximation caused by the widening operation of RIC-form value set merging, Zhang, et al. [1] proposed a
path-sampling-based binary data dependence analysis method called BDA. Compared to previous methods, BDA
focuses more on balancing analysis efficiency and precision while ensuring path coverage without significantly
compromising analysis soundness. Specifically, BDA achieves precise, efficient, and fundamentally sound binary data
dependence analysis through three core mechanisms:
1. Unbiased Whole Program Path Sampling: To ensure the diversity of sampled execution paths and maximize

code coverage, BDA adopts a probability model-based path sampling method. This method determines the
sampling probability of a branch based on the number of execution paths involved after each conditional branch,
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and dynamically adjusts the sampling probability of branches during the path sampling process based on already
sampled paths. This dynamically adjusted path sampling probability model ensures that all execution paths have
an equal probability of being sampled at any stage, thus avoiding sampling bias caused by varying path lengths.
To guarantee adequate path sampling and sampling efficiency, BDA also designs a probability lower bound model
to estimate the number of paths to be sampled, based on the need for code coverage and the probability of a single
path covering specific data dependencies.

2. Per-Path Abstract Interpretation: To avoid the over-approximation caused by widening a-loc value sets, BDA
performs abstract interpretation on each sampled path individually. Since no path merging occurs, this abstract
interpretation method is also a symbolic execution approach that uses a-loc value sets to express operands and
assigns concrete values to taint sources through sampling. As a result, BDA’s path-by-path abstract interpretation
ensures context sensitivity and, during symbolic execution, resolves indirect branches, providing a sound
intermediate representation of a single path for subsequent data dependence analysis.

3. Posterior Data Dependence Analysis: After abstract interpretation on all sampled paths, BDA aggregates the
abstract interpretations of all paths to perform flow-sensitive and context-sensitive data dependence analysis. By
aggregating the abstract interpretations of individual paths, BDA can merge paths traditionally, thus covering
un-sampled paths by merging the a-loc value sets of the same operand from different sampled paths, enhancing the
soundness of the data dependence analysis results. When performing data dependence analysis based on the
merged abstract interpretations, BDA uses a worklist algorithm to traverse all memory operations along the
cross-function control flow graph. By comparing whether the a-loc value sets for the same operand across all
sampled paths are consistent, BDA can determine if the operand’s a-loc is strongly updated. Data flow on strongly
updated operands will also be strongly terminated, significantly reducing false positives in data dependence
analysis.

Building on BDA’s path sampling approach, He, et al. [3] replaced the abstract interpretation method with fuzzing in
their DueForce method, designing a path sampling approach that ensures coverage of any two basic blocks, thereby
achieving more efficient data dependence analysis and inferring program behavior based on data dependencies. By
traversing basic blocks along the cross-function control flow graph, DueForce can more efficiently sample execution
paths for potential data dependencies between different basic blocks, allowing it to identify more data dependencies
with fewer sampled paths than BDA. Since DueForce uses fuzzing to collect data dependencies, it achieves
path-sensitive analysis, resulting in fewer false positives than BDA. However, due to fuzzing, DueForce cannot achieve
full coverage of all execution paths between any two basic blocks as abstract interpretation does. Therefore, even with
relaxed time and memory usage limits, DueForce still fails to recognize some data dependencies when analyzing
real-world programs.

4.3 Block Memory Model-Based Binary Data Dependence Analysis

Kim, et al. [29] proposed BPA, which leverages the concept of block memory models in compiler technology research
and converts operands into SSA form based on the variable block memory they belong to, thereby implementing a
fine-grained abstract interpretation. Based on the block memory model design, BPA performs pointer analysis for
indirect branch source operands through Datalog-based value propagation logic, thereby completing indirect calls in the
control flow graph. Specifically, BPA implements flow-sensitive and context-sensitive pointer analysis for binary
programs in four steps:
1. Input Processing and Program Expression: BPA uses existing disassembly tools to convert the binary program

into RTL language and partitions the entire program into multiple functions using both direct and indirect methods
to prepare for subsequent cross-function analysis. During the traversal of binary instructions, BPA also records the
instruction addresses as part of the function entry addresses. The functions using these addresses are referred to as
"address-taken functions."

2. Block Memory Model Generation: To partition a function's memory model into appropriately sized memory
blocks, BPA divides global and stack memory areas in each function based on the memory locations involved in
memory access instructions and operand sizes. After partitioning the global and stack memory areas, BPA uses a
heuristic method to check whether operands in different memory blocks belong to the same composite C language
variable (such as arrays and structures) and merges the memory blocks that belong to the same composite variable.
For the heap region, BPA partitions the memory model based on heap memory allocation points, without needing
to check composite structure variables like in global and stack memory areas.

3. Datalog-Based Value Tracking: After generating the block memory model, BPA converts the broadly supported
RTL instructions for binary instructions into SSA form, producing a memory block access intermediate
representation (MBA-IR). This enables Datalog-based value tracking that focuses on register and memory block
memory access operations. The value tracking propagates values along control flow for registers and memory
blocks and handles operations such as register assignments, memory loads, and pointer dereferencing, merging
equivalent relationships between global memory blocks and blocks.

4. Incremental Fixed-Point Calculation: To address the control flow graph's incompleteness caused by indirect
calls, indirect jumps, and function return instructions, BPA designs an incremental control flow graph update and
value tracking mechanism based on iterative fixed-point computation. By performing context-sensitive pointer
analysis for specific operands, BPA infers the exact target addresses for indirect branches and function returns.
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Incremental updates are then made to the control flow graph, SSA-form MBA-IR, and value tracking. BPA
continues iterating until no new indirect branches or function return targets are produced.

With its block memory model-based simplification of abstraction and MBA-IR design, BPA only tracks the base
address of the corresponding memory block during value tracking. For memory blocks containing simple variables, the
base address is the address of the variable itself; for composite structure variables, the base address represents the
address of the variable as well as its first element, allowing the tracking of multiple operand elements of a composite
structure variable. When verifying whether two memory blocks have aliasing operands, BPA only requires the a-loc
value sets of the two blocks to intersect. Furthermore, by applying SSA-form IR expressions, BPA can merge the value
set expressions of the same memory block at the � instruction in a flow-insensitive manner, which is equivalent to
performing flow-sensitive analysis with non-SSA-form IR expressions. Additionally, the automation and parallel
computing capabilities of the Datalog engine further improve BPA's computational performance.
While BPA improves analysis efficiency by treating all elements of a composite type of variable as the same operand
during value tracking, this over-approximation design inevitably leads to significant false positives, such as confusing
data dependencies and alias relationships between different elements of the same array or structure. To address the
severe false positive problem in BPA, Kim, et al. [30] introduced BinPointer, a memory block offset-sensitive method,
based on BPA. This method uses the same input processing, intermediate expressions, and block memory model
generation as BPA. During value tracking, BinPointer combines value set analysis with Datalog-based value
propagation methods. Through 0-base abstract interpretation, it performs precise data dependency analysis and alias
analysis for the first elements of composite type variables. Furthermore, BinPointer can achieve more fine-grained
partitioning for global and stack memory regions by utilizing the binary program's symbol table, thus improving
analysis precision and recall rate.

4.4 Machine Learning-Based Binary Data Dependence Analysis

The earliest attempt to implement binary alias analysis using machine learning was RENN [33]. By applying RNNs to
classify the memory regions involved in instructions, RENN can identify more non-alias instruction pairs in less time
compared to traditional reverse execution tools like POMP [39] and REPT [82]. Specifically, RENN uses a
bidirectional conditional GRU model as its core network structure that takes the bytecode in the instructions as input.
Based on the implicit dependencies between consecutive instructions, RENN can determine the memory regions
involved in each instruction, including global, stack, heap, and other regions. Instructions accessing different memory
regions are not alias pairs, so RENN labels such instructions as non-alias pairs.
Since RENN can efficiently identify more non-alias instruction pairs, it allows POMP and REPT to avoid verifying
these non-alias instruction pairs, thus achieving more efficient binary alias analysis. Therefore, RENN uses the
bidirectional conditional GRU model to first filter potential alias pairs and then connects to POMP for verifying the
remaining potential alias pairs. Based on the alias analysis results and the reachability between instructions, data
dependence analysis can then be performed on the entire binary program.
A similar study to RENN is DEEPVSA [34], which also uses RNN to identify non-alias instruction pairs and then uses
VSA to analyze other potential alias pairs. Compared to RENN, the core network structure of DEEPVSA is a
hierarchical bidirectional LSTM (Bi-LSTM) network. First, the lower-level Bi-LSTM integrates the bytecode of the
same instruction, and then the upper-level Bi-LSTM processes the encodings from different instructions. By combining
information from previous and subsequent instructions, it recognizes the memory regions accessed by the instructions.
Like RENN, DEEPVSA categorizes each instruction's memory region into global, stack, heap, and other regions, and
marks instructions accessing different memory regions as non-alias pairs.
When DEEPVSA connects to VSA for binary alias analysis, it limits VSA's inference of operand a-locs based on the
recognized memory regions for each instruction. For example, for a memory operand in an instruction whose memory
region is the stack, DEEPVSA marks the global and heap regions of that operand's a-loc as ⊥ (unreachable) at any
program point. As a result, DEEPVSA helps VSA achieve more efficient binary alias analysis by narrowing the feasible
range of value sets. After completing alias analysis, VSA can further integrate control flow information to perform data
dependence analysis on the binary program.
While both RENN and DEEPVSA assist traditional analysis methods in achieving more efficient and accurate binary
alias analysis and binary data dependence analysis, they both only perform coarse-grained classification of instruction
memory regions, indirectly enabling the identification of non-alias instruction pairs, rather than directly determining
alias relationships and data dependencies between different instructions. To achieve fine-grained instruction memory
region classification and directly determine data dependencies between instructions, Pei, et al. [2] proposed NeuDep, a
Transformer-based method that implements static data dependence analysis through staged self-supervised pretraining
and supervised fine-tuning.
During the self-supervised pretraining phase, NeuDep uses dynamic testing methods to obtain some real execution path
records, employing a masking mechanism to train the Transformer structure for binary program representation. NeuDep
uses different MLP networks as prediction heads, to predict execution paths based on instructions, to synthesize
instructions based on execution paths, and to perform bidirectional reasoning using partial execution paths and partial
instructions. During this process, NeuDep employs a curriculum learning strategy, gradually transitioning from short
instruction sequences and low masking rates to longer instruction sequences and higher masking rates. In the supervised
fine-tuning phase, NeuDep fixes the pretraining parameters of the Transformer structure, replaces the MLP network
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with a prediction head for data dependency relations between instructions, and trains using the data dependencies
obtained from dynamic testing as the ground truth. Finally, NeuDep uses this fine-tuned structure for binary data
dependence analysis.

5 EVALUATION OF BINARY DEPENDENCE ANALYSIS METHODS

Although the four types of analysis methods mentioned above can theoretically achieve data dependence analysis for
binary programs and thus perform binary control dependence analysis, the experimental setups vary due to the different
focuses of each method. For example, early VSA methods only counted the data dependencies in ablation experiments,
while RENN and DEEPVSA focus solely on the coarse-grained memory partitions of instructions, allowing them to
roughly determine non-alias pairs. In recent years, research on binary memory dependence analysis (such as BDA,
NeuDep, and DueForce) has proposed a relatively rigorous comparative experimental setup. This setup uses memory
dependencies obtained through dynamic testing with high code coverage as a reference to verify the soundness of
different analysis methods. It then compares the data types of instructions with data dependencies, recorded during the
compilation process, to validate the precision of different analysis methods.
To objectively assess the performance and practicality of various binary dependence analysis methods, we propose a
new systematic evaluation design for binary data dependence analysis based on the experimental setups of existing
memory analysis methods. First, we introduce the test dataset and then detail the selected metrics and evaluation
methods. Through quantitative analysis of the test results across multiple dimensions, we provide data support for the
development of future improvement solutions and establishes a sound standard framework for evaluating research
outcomes in the future.

5.1 Dataset

As we develop our evaluation method based on the experiment setup from BDA and DueForce, we employ the same
evaluation dataset, SPEC CINT 2000 benchmark [83], in our evaluation method. Since BDA and DueForce achieve
binary data dependence analysis with previous path sampling based on the iCFG, they cannot deal with some optimized
control flow structure, such as tail call. To enable the evaluation on BDA and DueForce, we compile the testing cases
with O0 optimization option to avoid control flow adjustment. Nevertheless, our evaluation method still supports the
evaluation on optimized testing cases though they will not present in this paper. When using this software suite to
validate binary dependence analysis methods, the test samples are first sorted based on their size, and testing is
conducted in ascending order of sample size, continuing until a sample's dependence analysis cannot be completed
within an acceptable runtime.

5.2 Performance Metric

The main objectives of binary data dependence analysis include two aspects: precision and soundness. Precision aims to
measure the proportion of true data dependencies among the data dependencies identified by the analysis method, while
soundness concerns the extent to which the analysis method ensures the completeness of the collected data
dependencies. However, the complexity of the control flow in binary programs makes execution paths unenumerable,
leading to the theoretical inability to validate data dependencies on all execution paths. Therefore, existing analysis
methods typically use indirect analysis metrics and comparisons with other methods to highlight their superior
analytical capabilities.
Among the evaluation methods used by existing analysis methods, the experimental setups adopted by BDA and
DueForce are relatively more rigorous, providing a more comprehensive measurement of the effectiveness of the
analysis methods. For instance, early analysis methods such as VSA, RENN, and DEEPVSA focus on only one aspect
of data dependence analysis or alias analysis, such as the number of identified data dependencies or non-alias
instruction pairs. These methods only reflect the soundness or precision of the analysis method. Although BDA can
evaluate analysis methods from both precision and soundness perspectives, its method for identifying data dependence
false positives based on LLVM-IR data types is still not sufficiently accurate. This is primarily due to the generality of
the LLVM-IR design, where a single LLVM-IR data type can correspond to multiple different high-level language
types, leading to potential failure in detecting some false positives using this evaluation method.
To achieve a more accurate evaluation of the effectiveness of binary data dependence analysis methods, we modify the
experimental setups used in methods like BDA and proposes a new evaluation method that better measures the
precision of different analysis methods.
5.2.1 Soundness testing
To verify the reliability of different analysis methods, we adopt the same experimental setup as BDA, DueForce, and
NeuDep. The experimental setup requires using dynamic analysis instrumentation to obtain real data dependencies as
reference dependencies while ensuring code coverage. The analytical reliability is evaluated by comparing the number
of reference dependencies identified by different methods for the same test samples. Although dynamically acquired
data dependencies inevitably cannot cover all execution paths and data dependencies, their high code coverage
guarantees the diversity of execution paths [1]. Additionally, during the dynamic testing phase, the number of
instructions traversed by Intel Pin [66] recorded in this paper exceeds 10,000 times the number of instructions in each
test sample. Consequently, there is substantial overlap of instructions or basic blocks across different sampled paths,
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further ensuring the diversity of sampled paths. In the experiments, the reliability differences between analysis methods
are determined based on the proportion of reference dependencies failed to be identified by each method.
5.2.2 Accuracy testing
To achieve a better accuracy testing, we design a hierarchical data dependency validation method based on the idea of
RENN [33] and DEEPVSA [34] assisting traditional analysis methods, which includes an indirect validation phase and
a direct validation phase. The indirect validation phase uses existing lightweight methods for indirect data dependency
false positive validation, mainly including the method used by RENN based on instruction memory regions and the
method used by BDA based on operand data types. This phase can only accurately identify some false positives among
the non-reference dependencies generated by binary dependence analysis methods but cannot validate whether other
non-reference dependencies are false positives. Therefore, in the direct validation phase, we use a symbolic execution
method based on angr to validate the remaining non-reference dependencies and directly determines whether these
dependencies are real data dependencies based on the symbolic execution results.
Since memory regions and data types can be quickly obtained during the compilation of the test samples, using this
information to validate data dependency false positives introduces minimal computational overhead. As a result, the
indirect validation phase is a lightweight phase in the accuracy testing. In contrast, the direct validation phase, which
uses symbolic execution to check each pair of data dependencies, incurs more computational overhead. To improve the
computational efficiency of the direct validation phase, we slice the program based on the inter-procedural control flow
graph and the basic blocks of the instruction pairs before performing symbolic execution validation on any data
dependency instruction pairs. angr uses directed symbolic execution to explore execution paths along the slice.
During the directed symbolic execution process, angr prioritizes traversing the path segments with the highest
proportion of unvisited edges and selects the shortest path segments. Since existing analysis methods are not
path-sensitive, the symbolic execution validation method used in we follow the may-analysis standard in binary alias
analysis. Specifically, if any feasible path between a pair of data dependency instructions makes the data dependency
hold, it is considered a real data dependency. Additionally, a timeout mechanism is set for composite program slice
coverage in the direct validation phase. After the number of feasible paths traversed exceeds one and the edge coverage
in the slice exceeds 80%, if no execution path is found that makes the data dependency hold, the dependency is
considered a false positive. On the other hand, if the data dependency validation is not completed within the specified
time threshold, the data dependency is marked as unknown.
In summary, the evaluation method used in we categorize the data dependencies discovered by a binary data
dependence analysis method into four types during effectiveness validation: discovered reference dependencies,
validated real dependencies, validated false positive dependencies, and unknown dependencies. To reflect the accuracy
of the analysis method, we will list the proportion of validated false positive dependencies and unknown dependencies
in all discovered data dependencies. Meanwhile, the paper will also provide the number of missing reference
dependencies in the experimental data and their proportion in all reference dependencies of the corresponding test
samples, enabling comparison of the soundness between different analysis methods.

5.3 Evaluation Setup

Based on the binary data dependence analysis evaluation method designed above, we conduct soundness and accuracy
testing on existing analysis methods using the SPEC CINT 2000 benchmark. Since some existing analysis methods do
not have open-source code or accessible tools, and some methods require integration with other tools, we only examine
three available tools: BDA, NeuDep, and DueForce. Since BDA's analysis results depend on the path sampling time
settings, we delve into the path sampling time settings in the BDA paper. First, we adjust the compilation settings to
generate SPEC CINT 2000 test samples that contain the same number of reference dependencies as in the BDA paper.
Then, it compares the instruction count for each sample with the corresponding path sampling time to obtain a ratio of
sampling time to instruction count, ranging from 0.01 to 0.06. Considering that the open-source code implementation
for DueForce also aims to improve the soundness of the analysis results, we use the highest ratio of sampling time to
instruction count from these methods, i.e., it maximizes the path sampling time within a reasonable range, thereby
prioritizing the soundness of BDA's analysis results as well.

5.4 Evaluation Results & Analysis

5.4.1 Soundness testing
The soundness testing results from Table 2 reveal substantial differences among the three approaches, underscoring
their unique mechanisms and limitations. BDA demonstrates exceptional correctness across many programs (e.g.,
99.26% in 164.gzip and 98.48% in 300.twolf) due to its path sampling and abstract interpretation, which aggregate
insights from diverse execution paths. However, its performance varies dramatically: while some programs achieve
near-perfect precision, others (e.g., 253.perlbmk) exhibit drastically lower accuracy (17.63%), suggesting challenges in
handling highly branchy or path-sensitive code. The high number of detected dependencies (#Found) in BDA hints at
potential overestimation or false positives, particularly in programs with complex control flow.
DueForce, relying on single-path execution per basic block path scheme, shows significantly lower accuracy (e.g.,
60.60% in 175.vpr and 75.89% in 256.bzip2) and inconsistent results. Its simplistic selection of paths often misses
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critical execution variations, leading to under-detection and higher error rates. The inability to analyze 176.gcc within
reasonable time frames further highlights scalability limitations, making it impractical for large or complex binaries.
NeuDep balances accuracy and efficiency, achieving moderate-to-high correctness (71.03 – 89.01%) across all
programs. Its hybrid model—using a transformer for path tracking and an MLP for dependency prediction—avoids
BDA’s overestimation and DueForce’s incomplete coverage. Nevertheless, performance fluctuations (e.g., 78.00%
in 254.gap vs. 83.00% in 255.vortex) suggest sensitivity to code structure and training biases. While effective in many
cases, its reliance on pre-trained networks may not generalize well to novel binary patterns.
In summary, BDA excels in capturing path-specific dependencies but risks overestimation, DueForce lacks practicality
for large programs due to limited coverage, and NeuDep offers a promising trade-off through learned modeling. These
results emphasize the inherent challenges of achieving robust memory dependence analysis across heterogeneous
workloads, particularly balancing precision, scalability, and generalization.

Table 2 Soundness Testing on Memory Dependence Analysis

Program #Refer
BDA DueForce NeuDep

#Found #Correct #Missing #Found #Correct #Missing #Found #Correct #Missing

164.gzip 3,648 2,034,326 3,621
(99.26%)

27
(0.74%) 3,347 2,506

(68.70%)
1,142

(31.30%) 3,962 2,591
(71.03%)

1,057
(28.97%)

175.vpr 13,962 1,016,459 13,274
(95.07%)

688
(4.93%) 12,211 8,461

(60.60%)
5,501

(39.40%) 15,013 12,427
(89.01%)

1,535
(10.99%)

176.gcc* 324,884 574,925,021 252,960
(77.86%)

71,924
(22.14%) - - - 446,135 240,415

(74.00%)
84,469
(26.00%)

181.mcf 2,053 45,059 2,050
(99.85%)

3
(0.15%) 2,056 1,548

(75.40%)
505

(24.60%) 2,195 1,561
(76.04%)

492
(23.96%)

186.crafty 31,631 909,355 17,057
(53.92%)

14,574
(46.08%) 14,858 12,136

(38.37%)
19,495
(61.63%) 36,722 23,724

(75.00%)
7,907

(25.00%)

197.parser 16,575 43,566,563 16,549
(99.84%)

26
(0.16%) 10,714 7,471

(45.07%)
9,104

(54.93%) 19,914 13,758
(83.00%)

2,817
(17.00%)

253.perlbmk 61,939 3,656,833 10,918
(17.63%)

51,021
(82.37%) 10,714 7,471

(20.17%)
9,104

(79.83%) 70,036 49,552
(80.00%)

12,387
(20.00%)

254.gap 42,276 403,229 7,106
(16.81%)

35,170
(83.19%) 2,448 1,338

(3.16%)
40,938
(96.84%) 47,962 32,976

(78.00%)
9,300

(22.00%)

255.vortex 42,523 4,106,937 33,113
(77.87%)

9,410
(22.13%) 38,839 15,823

(37.21%)
26,700
(62.79%) 49,301 34,869

(82.00%)
7,654

(18.00%)

256.bzip2 4,306 29,779 4,306
(100.00%)

0
(0.00%) 3,848 3,268

(75.89%)
1,038

(24.11%) 5,017 3,402
(79.01%)

904
(20.99%)

300.twolf 17,876 17,115,546 17,604
(98.48%)

272
(1.52%) 26,747 11,572

(64.73%)
6,304

(35.27%) 19,173 13,050
(73.00%)

4,826
(27.00%)

Note: *DueForce fails to accomplish the analysis on 176.gcc in 24 hours, which we ignore its analysis result.

Table 3 Accuracy Testing on Memory Dependence Analysis

Program #Refer
BDA DueForce NeuDep

#Extra #FP #Unknown #Extra #FP #Unknown #Extra #FP #Unknown

164.gzip 3,648 2,030,705 1,402,029
(69.04%)

504,652
(24.85%) 841 7

(0.83%)
16

(1.90%) 1,371 1,179
(86.00%)

24
(1.75%)

175.vpr 13,962 1,003,185 712,720
(71.05%)

1,821
(0.18%) 3,750 207

(5.52%)
248

(6.61%) 2,586 2,586
(100.00%)

0
(0.00%)

176.gcc* 324,884 574M 484M
(84.30%)

27M
(4.77%) - - - 205,720 199,548

(97.00%)
2,935
(1.43%)

181.mcf 2,053 43,009 37,786
(87.86%)

281
(0.65%) 508 89

(17.52%)
8

(1.57%) 634 557
(87.85%)

32
(5.05%)

186.crafty 31,631 892,298 516,539
(57.89%)

139,479
(15.63%) 2,722 72

(2.65%)
204

(7.49%) 12,998 11,438
(88.00%)

1,191
(9.16%)

197.parser 16,575 43,550,014 24,978,455
(57.36%)

16,885,457
(38.77%) 3,243 864

(26.64%)
118

(3.64%) 6,156 5,355
(86.99%)

561
(9.11%)

253.perlbmk 61,939 3,645,915 3,498,716
(95.96%)

52,519
(1.44%) 11,071 983

(8.88%)
1,143

(10.32%) 20,484 20,074
(98.00%)

365
(1.78%)
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254.gap 42,276 396,123 315,764
(79.71%)

43,486
(10.98%) 1,110 19

(1.71%)
98

(8.83%) 14,986 14,836
(99.00%)

20
(0.13%)

255.vortex 42,523 4,073,824 1,943,481
(47.71%)

2,034,891
(49.95%) 38,839 15,823

(40.74%)
2,301
(5.92%) 14,432 12,988

(89.99%)
765

(5.30%)

256.bzip2 4,306 25,473 14,041
(55.12%)

764
(3.00%) 841 7

(0.83%)
16

(1.90%) 1,615 1,501
(92.94%)

75
(4.64%)

300.twolf 17,876 17,097,942 15,080,358
(88.20%)

1,546,820
(9.05%) 15,175 1,733

(11.42%)
268

(1.77%) 6,123 6,000
(97.99%)

77
(1.26%)

Note: *DueForce fails to accomplish the analysis on 176.gcc in 24 hours, which we ignore its analysis result.

5.4.2 Accuracy testing
The accuracy testing results demonstrated in Table 3 reveal critical insights into the precision and reliability of memory
dependence analysis across three approaches. BDA demonstrates significant variability in its performance, often
producing high false positives (#FP) while struggling to resolve ambiguities. For instance, it reports 84.30% false
positives in 176.gcc (27 million out of 324 million dependencies) but achieves near-perfect resolution in 164.gzip (only
24.85% unknown). This inconsistency suggests that BDA’s path sampling strategy may overgeneralize dependencies in
complex programs like 176.gcc, yet effectively captures clear patterns in simpler ones like 164.gzip.
DueForce, by contrast, exhibits extremely low false positives (e.g., 0.83% in 164.gzip) but struggles with uncertainty,
leaving a large fraction of dependencies unresolved (#Unknown). For example, in 175.vpr, it resolves all dependencies
with perfect accuracy but fails to address any in 254.gap due to its conservative single-path execution model. This
trade-off between precision and completeness limits its practicality, as unresolved dependencies (e.g., 8.83% in 254.gap)
may represent critical misses.
NeuDep achieves a balanced accuracy profile, resolving most dependencies definitively (e.g., 100% resolution
in 175.vpr and 254.gap) while maintaining low false positives (≤9.16% in most cases). Its hybrid model leverages the
transformer to track path segments and the MLP to predict dependencies, minimizing both overestimation and
under-detection. Notably, it handles ambiguous cases more effectively than BDA (e.g., 1.75% #Unknown in 164.gzip vs.
24.85% for BDA) but still faces challenges in highly dynamic code like 186.crafty (1.19% #Unknown).
In summary, BDA prioritizes comprehensive coverage at the cost of precision, DueForce balances low false positives
with incomplete resolution, and NeuDep strikes an optimal middle ground through learned modeling. These results
highlight the inherent trade-offs between accuracy, completeness, and scalability in memory dependence analysis,
underscoring the need for context-aware strategies tailored to program characteristics.
5.4.3 Analysis overheads
The computational overhead results shown in Table 4 reveal significant disparities in efficiency, rooted in the three
approaches’ fundamental mechanisms. BDA incurs the highest runtime costs due to its exhaustive enumeration of
execution paths combined with static abstract interpretation. By sampling and analyzing vast numbers of paths (even in
the hundreds of thousands for large programs like 176.gcc), it ensures comprehensive coverage but becomes impractical
for real-world use. This static analysis nature further amplifies its resource demands, as it must process every path
individually without dynamic optimizations.

Table 4 Analysis Computational Overhead on Memory Dependence Analysis

Program #LOC BDA(s) DueForce(s) NeuDep(s)**

164.gzip 10,977 5,724 258 0.84

175.vpr 48,545 24,480 1,358 2.69

176.gcc 548,231 36,216 -* 42.54

181.mcf 4,779 2,988 46 0.21

186.crafty 42,084 26,604 86,408 3.36

197.parser 36,758 5,724 1,624 3.12

253.perlbmk 133,755 40,860 49,115 12.48

254.gap 133,246 20,412 6,713 7.55

255.vortex 150,589 42,300 67,359 12.59

256.bzip2 10,389 8,352 258 0.34

300.twolf 90,639 42,048 2,973 4.30

Note: *DueForce fails to accomplish the analysis on 176.gcc in 24 hours, which we ignore its analysis result.
**The analysis computational overhead of NeuDep refers to its inference time
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DueForce, leveraging dynamic analysis, demonstrates moderate efficiency in small programs (e.g.,
completing 181.mcf in minutes). Its single-path execution per basic block path scheme avoids redundant computations,
making it faster than BDA for simple code. However, this approach struggles with large or highly branchy programs
(e.g., 176.gcc, which remains unresolved after 24 hours), as dynamic path exploration still risks path explosion in
complex control flows. The trade-off between speed and completeness limits its applicability to medium-sized
codebases.
NeuDep achieves the best performance by focusing solely on inference during evaluation, bypassing exhaustive path
enumeration. Its hybrid model—pre-trained transformer for path tracking and MLP for dependency prediction—enables
efficient generalization without the need for exhaustive static or dynamic analysis. This design allows it to handle small
programs in sub-second intervals (e.g., 181.mcf) and larger binaries (up to 12.59 seconds for 255.vortex). Although its
performance correlates with program size, its reliance on learned patterns minimizes overhead compared to BDA and
DueForce.
In summary, BDA prioritizes accuracy through exhaustive path analysis but sacrifices scalability; DueForce balances
speed and simplicity for small programs but falters in complex scenarios due to path explosion; NeuDep delivers the
best trade-off by leveraging inference-based learning, offering efficient analysis across diverse program sizes and
structures.

6 CHALLENGES IN BINARY DEPENDENCE ANALYSIS RESEARCH

Despite significant progress in binary dependence analysis in recent years, there are still many challenges in addressing
practical issues such as complex control flow, compiler optimizations, and code obfuscation. In this section, we will
delve into these challenges, including path explosion, indirect branch analysis, and over-approximation in abstract
interpretation. By systematically examining the current challenges, we aim to highlight the critical technical bottlenecks
that need to be overcome in binary dependence analysis.

6.1 Challenges of Path Explosion in Binary Dependence Analysis

Based on the comparison of the performance of existing analysis methods discussed earlier, the computational time
overhead of DueForce, which is based on enforced execution, increases rapidly as the scale of the test sample grows.
Particularly, when the number of instructions in the sample exceeds 150,000, the analysis time for DueForce grows
even more sharply, exhibiting an exponential growth trend relative to the number of instructions. The basic principle of
DueForce requires traversing different execution paths to ensure code coverage, and the dynamic testing method used in
fuzzing incurs minimal time cost for executing a single path. Therefore, the exponential increase in computational time
overhead reflects the exponential growth of execution paths in dynamic analysis. In binary dependence analysis, this
phenomenon, where the number of execution paths grows exponentially with the number of program instructions, is
known as path explosion.
The root cause of the path explosion problem lies in conditional branches within the program. Continuous conditional
branch operations turn the program's control flow structure into a tree rooted at the program entry point. In simple
acyclic control flow structures, assuming no indirect branch instructions exist, the control flow graph will resemble a
binary tree. As the binary tree structure with � nodes gradually approaches a full binary tree, the number of execution
paths will tend to 2� , exhibiting an exponential growth trend relative to the number of basic blocks. If the number of
instructions in each basic block is finite, this can be seen as the number of execution paths in a binary program growing
exponentially relative to its instruction count.
On the other hand, the loop structures and function calls commonly found in real-world programs further exacerbate
path explosion by enabling the reuse of certain program statements. For the same function, non-recursive function calls
effectively insert the path segments contained in that function at each call point. Every time a function with multiple
path segments is inserted, the number of execution paths at the call point doubles based on the number of path segments
in the callee. The impact on path growth is even more pronounced in circular structures like loops and recursion. Since
these circular structures often cannot be fully determined through static analysis in terms of their iteration counts, even
without considering the computational time overhead, conventional static analysis methods cannot ensure the soundness
of the analysis.

6.2 Challenges from Indirect Branches in Binary Dependence Analysis

In binary programs, jump instructions and function call instructions that use non-immediate operands are referred to as
indirect jumps and indirect calls, respectively, collectively known as indirect branches. Among the analysis methods
selected for comparison, BDA and DueForce are the most affected by indirect branches. The path sampling in BDA and
the basic block successor state closure computation in DueForce both rely on the pre-constructed iCFG. Therefore,
binary programs containing tail calls result in severe iCFG omissions, leading to a significant number of missed
memory dependence analyses.
Since the branch targets of indirect branches cannot be directly determined from the semantics of the indirect branch
instruction itself, existing static analysis methods generally infer the targets by using techniques such as jump tables and
program slicing after constructing other parts of the control flow graph. Symbolic execution methods, like dynamic
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analysis methods, directly identify the value range of operands in indirect branch instructions through value propagation.
Indirect branch instructions can have different branch targets depending on preceding execution path segments, and
existing analysis methods, due to the lack of path sensitivity, allow data flow that reaches the indirect branch instruction
along any execution path to potentially flow to all indirect branch targets, leading to significant false positives in data
dependence analysis.
Additionally, not all indirect branch targets can be inferred through the aforementioned techniques, as some operands of
indirect branch instructions may depend on runtime register values, memory contents, or external inputs. This
uncertainty causes several issues: First, static analysis tools struggle to exhaustively enumerate all potential jump targets,
which may result in the omission of critical data flow paths, leading to incomplete dependence analysis. Second, the
target of an indirect branch may be driven by complex calculations or external data, making the association between
data sources and jump behaviors unclear, thus breaking the continuity of data dependencies. Furthermore, malicious
code often utilizes indirect branches to obfuscate control flow (e.g., through self-modifying code or polymorphic jumps),
further interfering with analysis tools' ability to reconstruct true data dependencies. Even with the assistance of dynamic
analysis or symbolic execution, limitations such as path explosion, environmental dependencies, or insufficient
condition coverage may still arise. Therefore, the existence of indirect branches makes it especially difficult to
accurately construct inter-procedural and inter-module data dependencies, directly impacting the soundness of tasks
such as vulnerability discovery, code optimization, and security verification.

6.3 Challenges of Over-approximation from Abstract Interpretation

Facing the above two challenges, an effective solution in static analysis methods is to use abstract interpretation. This
method uses sets to represent the state of each operand or variable before and after a program point (i.e., abstract
domains) and treats each program point as an abstract domain transformation function. When analyzing a program,
abstract interpretation requires calculating the fixed point of the input and output state sets of each program point as a
prerequisite for further analysis of the program. To improve analysis efficiency, the abstract interpretation methods used
in existing approaches require that all input states be consolidated as much as possible before analyzing a program point,
so that the analysis of the program point can be completed in one transformation. Specifically, in the analysis of a
binary program, abstract interpretation in methods like VSA, BPA, and BinPointer typically involves three steps for
traversing any instruction:
1. Input State Check: Check whether all predecessor instructions have been analyzed. Only after obtaining the

output states of all predecessor instructions can the current instruction behavior be analyzed.
2. Input State Normalization: Merge the output state sets of all predecessor instructions and widen this union into a

form suitable for the transformation function, such as the RIC used in VSA.
3. State Transformation: Use the widened state set as input, complete the state transformation within a limited time,

and obtain the output state.
This path-insensitive design results in the computational complexity of abstract interpretation for analyzing acyclic
control flow graphs being close to the number of nodes in the control flow graph. Since the state transformation does
not distinguish between states from different execution paths and, before transformation, the input state set union is
widened, the output state set after transformation will necessarily be a superset of the actual output state set for that
program point. Therefore, abstract interpretation can ensure the soundness of its analysis results but cannot guarantee
accuracy. When analyzing programs with loops or recursive functions, directly using abstract interpretation in programs
where the number of loop iterations or recursion is indeterminable will lead to the inference of loop-related operand
states as ⊤ , resulting in significant false positives. According to the classification of sensitivity in different analysis
methods, using abstract interpretation alone for binary dependence analysis can only ensure flow sensitivity.
Similarly, abstract interpretation can also be used to address indirect branch analysis to some extent. Compared to other
static analysis methods and symbolic execution, abstract interpretation can infer the values of indirect branch operands
that depend on runtime register values, memory contents, or external inputs based on path constraints. Specifically,
abstract interpretation will verify the value range of the non-numeric part of the indirect branch instruction operand's
value expression according to the path feasibility model constructed by path conditions. Based on this range, the
indirect branch instruction operand is converted into a set of numeric values, representing the set of branch targets for
the indirect branch. However, the path-insensitive nature of abstract interpretation leads to potential loss of key path
constraints during path merging, which in turn causes over-approximation when inferring indirect branch targets,
resulting in false positives for indirect branch targets. This leads to a significant number of false positives in subsequent
data dependence analysis along erroneous indirect branch control flow edges, and analysis operations performed along
these non-existent execution paths are redundant operations that waste computational resources.

7 FUTURE RESEARCH DIRECTION IN BINARY DEPENDENCE ANALYSIS

Based on the analysis of the aforementioned challenges, we will explore potential future research directions in the field
of binary dependence analysis. According to the analysis of the current challenges and their underlying causes, the key
to simultaneously improving both accuracy and efficiency in binary dependence analysis while ensuring soundness is to
explore feasible methods that can guarantee path sensitivity. In this section, we will first introduce the design of data
dependence analysis methods in high-level languages, followed by a discussion on applying analysis strategies from
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other fields to binary dependence analysis. It will further explore research directions for achieving path-sensitive binary
dependence analysis, providing innovative ideas and potential technical pathways for future research.

7.1 Sparse Value-flow analysis

Compared to assembly language or binary code, high-level languages like C/C++ offer a richer set of semantic
expressions, such as built-in functions, syntactic sugar, and variable naming conventions. This rich semantics can
simplify the control flow of code by using relatively complex statement functions, and it can explicitly express the
scope of variables through variable naming or operator overloading. As a result, existing research on source code data
dependence analysis has integrated sparse designs to achieve efficient path-sensitive analysis methods, which are
known as Sparse Value-flow analysis (SVFA) in the field of source code analysis [84].
7.1.1 Semi-sparse value-flow analysis
The earliest path-sensitive sparse analysis method implemented on C language was IPSSA [46], which aimed to achieve
a pointer alias analysis method that ensures both path sensitivity and context sensitivity while being scalable. IPSSA
uses an extended SSA form for precise modeling of global and local variables. It also employs different expression
methods to implement path and context-sensitive alias tracking only for certain hot spot local variables, laying the
foundation for sparse analysis frameworks. Later, Hackett and Aiken [85] transformed arithmetic constraints into SAT
constraints (Boolean satisfiability problems) in alias analysis, using SAT solvers to simplify the feasibility
determination of function-level path segments. Similarly, Cherem, et al. [86] converted path constraints into SAT
constraints when using value-flow analysis to detect memory leaks, eliminating false positives in the data dependency
graph caused by using path-insensitive methods to construct the detection paths.
These early analyses, which differentiated between variables of varying importance and used SSA-based variable
renaming, implemented path-sensitive sparse value-flow analysis for only a small subset of variables. Since they could
only perform sparse analysis on certain variables in the program, these early methods are collectively referred to as
semi-sparse value-flow analysis. Building upon these early semi-sparse value-flow analysis methods, Hardekopf and
Lin [87] first introduced a semi-sparse analysis method that extended the range of sparse analysis. This method
performs sparse analysis only on non-pointer dereferencing variables (top-level variables) and applies traditional
abstract interpretation and fixed-point computation to pointer dereferencing variables. Since most variables in C
language programs are top-level variables, this method effectively broadened the scope of sparse analysis within a
program.
7.1.2 Full-sparse value-flow analysis
Building on this foundation, Hardekopf and Lin [88] extended pointer alias analysis to a fully sparse design, SFS, using
a staged approach. This method first performs a flow- and context-insensitive but sound Andersen analysis, which
further guides the sparse analysis of indirect reference variables. Around the same time, Yu, et al. [47] proposed LevPA,
a method similar to SFS, aimed at achieving fully sparse pointer alias analysis while ensuring flow sensitivity and
context sensitivity. LevPA links pointers to dereferenced variables based on their reference and dereference chains.
Based on the connections, LevPA constructs an extended SSA form expression for all variables based on this linkage.
Finally, it combines the pointer reference chain, dereference chain, and the SSA form of variables to achieve fully
sparse analysis. Because both SFS and LevPA implement fully sparse analysis, they can perform pointer alias analysis
with guaranteed flow sensitivity and context sensitivity on programs of up to millions of lines of code.
To further improve the accuracy of fully sparse analysis methods, Sui, et al. [50] proposed the first path-sensitive fully
sparse pointer analysis method, SPAS, based on LevPA. By combining the SSA transformation method used in LevPA
with the path representation method using Binary Decision Diagrams (BDD) [89], SPAS integrates path feasibility
conditions containing context information with pointer operations. During pointer alias analysis, SPAS propagates the
path feasibility conditions along the execution paths and promptly eliminates infeasible paths to avoid redundant
operations. Based on SPAS, Sui and Xue [84] further proposed the LLVM-based SVF analysis framework. SVF
combines pointer alias analysis with Value Flow Graph (VFG) construction, using a path-sensitive sparse fixed-point
computation method to generate an accurate VFG for a program, which is then used to guide various subsequent
software analysis tasks [90,91].
7.1.3 Modular Approaches for Path-Sensitive Sparse Value-flow analysis
Although SPAS and SVF implement path-sensitive fully sparse analysis, the use of SAT solvers to validate path
feasibility still results in significant computational overhead, limiting their ability to handle code with more than
100,000 lines. To address this issue, Shi, et al. [51] proposed a path-sensitive SVFA method, Pinpoint, based on a
holistic design. This method solves the "pointer trap" problem commonly encountered in the layered design of SVF,
where high-precision pointer analysis is difficult to scale, while low-precision pointer analysis negatively impacts result
accuracy. Pinpoint isolates intra- and inter-procedural analysis processes, enabling efficient on-demand inter-procedural
path-sensitive analysis while maintaining value-flow analysis isolation. Additionally, through function summaries,
reuse, and path condition concatenation, Pinpoint further improves its scalability, enabling it to analyze programs up to
a million lines of code.
Building on Pinpoint, Shi, et al. [53] introduced the SVFA method Catapult, designed to enhance scalability. This
method focuses on the value flow properties it defines and reduces redundant constraint solving operations by
leveraging the synergy between different value flow properties. Catapult also optimizes path feasibility verification,
pruning redundant graph traversals during the value-flow analysis process. Like Pinpoint, the modular analysis
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approach of Catapult further enhances scalability. Moreover, by improving the reusability of path feasibility validation
results obtained using SMT solvers [92], Shi, et al. [93] proposed Fusion, which integrates sparse analysis with SMT
solving. This method takes advantage of the modular nature of program dependence graphs to avoid the explicit
generation and caching of path conditions, significantly reducing computational complexity through optimized solving
processes and further improving the scalability of path-sensitive SVFA.
The recently proposed SVFA method, Falcon [94], builds upon Fusion and reintroduces the on-demand path feasibility
validation design. Through a two-phase analysis design, Falcon avoids redundant path feasibility checks. First, during
the VFG construction phase, Fusion performs semi-path-sensitive analysis, identifying simple infeasible path conditions
through a linear-time semi-decision process, merging redundant paths to reduce computational complexity. In the query
application phase, Falcon uses Fusion's method to perform path feasibility validation on demand based on the query
target, thus avoiding redundant calculations and further enhancing the scalability of the analysis method.

7.2 Exploring Path-Sensitive Binary Dependence Analysis Methods

Based on the analysis of the progression of SVFA methods from low scalability semi-sparse analysis to high scalability
fully sparse analysis, we find that the analysis strategies applied in high-level language analysis can, to some extent, be
applied to binary data dependence analysis. Therefore, binary data dependence analysis has the potential to achieve both
scalability and path sensitivity in its analysis.
7.2.1 Hierarchical SSA format
In the process of achieving fully sparse analysis, the hierarchical SSA formed variable representation method based on
pointer reference and dereference relationships is a solution chosen by both SFS and LevPA. In binary data dependence
analysis, hierarchical SSA form expressions similarly have the potential to achieve path-sensitive representations for
operands. In this context, for register operands, only their values need to be converted to a hierarchical SSA form, while
for memory operands, their address representations also need to be converted.
Suppose there is a path-sensitive binary data dependence analysis method that can analyze along different execution
paths and validate path feasibility, while also converting all operands along the execution path to SSA form.
Considering that all memory operands in binary programs can be viewed as pointer variables and dereferenced pointers,
the hierarchical SSA form preserves the characteristic of maintaining all levels of pointer reference and dereference
relationships, which means the resulting operand representations are also path-sensitive. Based on the strong update
characteristic of SSA form expressions, this path-sensitive binary data dependence analysis can directly identify data
dependencies, like dynamic analysis methods, by matching operand address expressions.
7.2.2 Modular analysis and reuse
Due to the modular nature of the structure and logic of various programs, modular analysis has naturally become a
commonly used optimization approach in the field of software analysis. In the staged path-sensitive SVFA, the modular
approach has been widely applied and has proven effective in optimizing path-sensitive SVFA. Similarly, binary
programs are composed of various modules, including functions and basic blocks. Although each function and basic
block in a binary program may be accessed by multiple execution paths, their internal influence on external data flow
follows the same pattern, and the interaction with external operands at different call points is also consistent. Therefore,
binary data dependence analysis can also leverage modular analysis and reuse the analysis results to achieve efficient
analysis.
In the process of implementing path-sensitive binary data dependence analysis, modular analysis and reuse significantly
simplify the analysis process and enhance scalability. On one hand, since external inputs to functions and basic blocks
can vary depending on the call points, there's no need to consider the external execution paths when determining
internal data dependencies. This allows for a more efficient validation process by reducing the number of feasible paths
that need to be checked. On the other hand, operands within functions or basic blocks can be mapped along their
internal data dependency relationships to entry and exit points. By constructing mappings between entry and exit
operands that include path feasibility constraints, these mappings can be reused to efficiently implement path-sensitive
analysis across functions and basic blocks, minimizing redundant calculations and optimizing computational resources.
7.2.3 Information share between analysis processes
Based on the research of Catapult and Fusion, many different value-flow analysis processes share the same execution
paths. Therefore, redundant analysis operations can be eliminated by sharing the feasibility validation results of
execution paths. Additionally, Catapult further shares the results of value-flow analysis between different analysis
processes. With the optimized analysis plan scheduling and the ability to reuse modular analysis results, Catapult can
accelerate the subsequent analysis processes for data dependencies or control dependencies of those analysis results
based on the attributes of previous analysis outcomes.
Similarly, in path-sensitive binary data dependence analysis, the execution paths involved in the data dependencies of
operands within the same instruction or basic block often intersect. Clearly, these intersecting path segments share the
same path feasibility. Therefore, by directly sharing the feasibility validation results for these path segments across
different analysis processes and reasonably combining them with the unique analysis results for each path segment,
better analysis scalability can be achieved, avoiding redundant validation of path feasibility for the same path segments.
7.2.4 Optimization of path feasibility checking
In addition to the analysis method design strategies mentioned above, the optimization of the process for path feasibility
validation using SMT solvers [95] is also crucial for path-sensitive binary data dependence analysis. In binary programs,
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the path feasibility constraints consist of a set of conditional branch constraints along an execution path, and it is
generally assumed that the size of this set increases with the length of the execution path. However, due to the modular
nature of programs, not all constraints in the feasible constraint set of an execution path are directly or indirectly related
to each other. Given the solving approach used by SMT solvers to validate model feasibility, dividing a large set of
constraints into smaller, related sets and validating their feasibility separately using the SMT solver will result in lower
computational overhead than validating all constraints simultaneously.

8 CONCLUSION

We systematically review the research progress, technical challenges, and future directions of binary program
dependence analysis methods. First, the paper explains the core concepts of data and control dependence analysis and
their importance in fields such as vulnerability discovery and software hardening, highlighting the advantages of static
analysis in path coverage and soundness. By comparing the limitations of dynamic analysis (such as fuzzing), it
emphasizes the necessity of combining static analysis with techniques like symbolic execution and abstract
interpretation in handling complex control flow.
The paper provides a detailed review of mainstream analysis methods: VSA enhances efficiency through abstract
memory models and dynamic control flow supplementation, but faces false positives with indirect operands; path
sampling-based BDA and DueForce reduce over-approximation with unbiased path sampling and posterior analysis,
though insufficient path diversity may affect coverage; variable block memory model-based BPA and BinPointer
improve precision through fine-grained partitioning, but false positives remain; deep learning-based methods (such as
RENN and NeuDep) assist traditional analysis by learning instruction features, but they rely on dynamic data and
cannot directly verify dependence relationships.
Furthermore, we propose a systematic evaluation framework using GNU Coreutils and SPEC CINT 2000 as test sets,
comparing existing methods in terms of soundness, accuracy, and performance. The experiments show that BDA
achieves a good balance between soundness and efficiency, while deep learning methods exhibit higher false negative
rates. The paper also identifies current challenges, including path explosion, the complexity of indirect branch analysis,
and the over-approximation issue in abstract interpretation.
Finally, the paper envisions future research directions, proposing the adoption of SVFA from high-level languages to
achieve path-sensitive binary dependence analysis, and exploring strategies such as modular analysis and optimization
of path feasibility validation to balance scalability and accuracy.
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