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Abstract: Air quality monitoring data is a crucial basis for assessing air pollution levels and formulating control
measures. However, missing data is a prevalent issue due to instrument malfunctions, human factors, and other reasons,
significantly compromising data integrity and usability. To address this problem, this study collected nearly 1 million
air quality monitoring records from 12 monitoring stations between 2015 and 2023, summarizing and analyzing the
mechanisms and characteristics of missing data in such datasets. Data imputation experiments were conducted using R.
Through missing mechanism control and imputation experimental design strategies, the imputation performance of
algorithms was evaluated under the criteria of MAE, RMSE, and WMAPE based on completely random missingness.
Specifically, data imputation experiments under different missing scenarios were repeated N times, and the mean values
were used to evaluate four multiple imputation algorithms, with 95% confidence intervals provided. The experimental
results show that: (1) the hybrid multi-strategy imputation method MNPRF demonstrates significant advantages across
all datasets, with the smallest confidence limits and interval widths; (2) this method not only inherits the strengths of
parent algorithms, substantially improving data quality, but also mitigates the weaknesses of the original algorithms to
some extent.
Keywords: Air quality monitoring; Missing mechanism; Data imputation; Confidence interval; Multiple imputation;
Hybrid multi-strategy imputation

1 INTRODUCTION

At present, with the increasing application of information analysis, data mining, and neural network model training in
various industries, data loss has become an important problem in most application fields, such as statistical investigation
[1], environmental protection [2], medical research [3], etc. Some studies have shown that more than 40% of the data
sets in the international open database UCI have missing observations [4-5]. There are many reasons for missing data.
Taking air quality monitoring data as an example, data may be lost due to equipment failure, environmental conditions,
human management and other factors, such as sensor failure or damage caused by extreme weather conditions, data
transmission loss caused by communication equipment failure, and failure to properly process and collect caused by
software errors. In addition, the particularity of geographical location will sometimes affect the stability of the
monitoring equipment, resulting in the inability to continuously record data. Missing data will not only lead to
deviations in statistical results, but also lead to the unavailability of the original model [6].
The processing methods of data missing mainly include deletion method and filling method. Considering different
missing scenarios, there are many specific ways to delete data, such as deleting columns with missing values, or
deleting observed samples with missing values. However, while the deletion method is simple, it can miss useful
information in the original data set and lead to incorrect statistical results. For this reason, statisticians and scholars in
related fields do not recommend the use of erasure to deal with missing data. Aiming at the problem of missing data,
many scholars devote themselves to the research of missing value filling, and have laid the theoretical foundation of this
problem in statistics [7-9].
For the same missing value, the Data Imputation Algorithms is classified according to the number of its filling values,
and the Data Imputation Algorithms is divided into two categories: Single Imputation(SI) and Multiple
Imputation(MI)[10]. Single value filling includes mean value filling, mode filling, regression filling, etc. These methods
can effectively solve the problem of missing data due to their advantages of high computational efficiency and strong
interpretability. However, single value filling fills only one possible estimate for each missing value, ignoring the
uncertainty of the missing data, and such methods will change the original distribution of the data, resulting in the
distortion of the statistical characteristics of the data (such as variance and covariance). Multiple Imputation can
effectively reflect the uncertainty of the data while dealing with the missing data. As a method used to process missing
data, the core principle of Multiple Imputation is to fill in missing data by generating multiple possible interpolation
values, and improve the accuracy and reliability of statistical analysis. Based on Bayesian statistics and sampling theory,
the method generates Multiple Imputation values from the posterior distribution of missing data and simulates the
possible distribution of missing data, thus improving the accuracy of estimates. The implementation methods of
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Multiple Imputation fall into two main categories: Joint Modeling (JM) and Fully Conditional Specification (FCS) [11].
Joint modeling assumes that all variables (including missing and observed variables) obey some joint distribution (such
as a multivariate normal distribution) and generates interpolation values from that distribution [8,12-13]. The Complete
conditional gauge (FCS) is an iterative interpolation method, also known as Multiple Imputation by Chained Equations
(MICE) [14]. Its core idea is to construct conditional models for each missing variable, such as regression model,
random forest, etc., and update the interpolation value through iteration [15]. As a filling idea, Multiple Imputation not
only reflects the uncertainty of missing data, but also can handle multiple types of data and is applicable to different
Missing Data Mechanisms. In subsequent studies, scholars have proposed different versions of JM and FCS methods
[16-22].

2 ALGORITHM INTRODUCTION AND IMPROVEMENT

2.1 Introduction of R Mice Package

The R mice package is an implementation tool for Multivariate Imputation by Chained Equations that is very useful in
working with missing data. The package allows users to interpolate different types of variables through multiple models,
thus improving the quality and reliability of data analysis. On the R platform, the mice package is installed through the
install.packages() function and loaded using the library() function. The mice package provides a series of methods for
managing and analyzing datasets that contain missing values. The main process consists of several stages such as
creating multiple interpolating objects, performing the actual interpolating process, and summarizing the results. The
main parameters of the mice() function include dataframe (the data set to be filled), m (the number of interpolations),
maxit (the upper limit of iterations), method (the name of the specific algorithm used), and seed (random seed setting to
ensure reproducibility).
Once the mice() function has been filled, you can use the complete() function to obtain one of the complete datasets, or
you can use the loop structure to traverse all possible combinations of results. This paper uses norm.predict (Regression
Prediction method) and RF (Random Forest) filling algorithms in the mice package of R language to perform data
filling experiments on air quality monitoring data, and tries to improve the algorithm.

2.2 Norm.Predict Filling Algorithm Based on Multiple Imputation (MNP)

The MNP method is a realization of the regression prediction method. When dealing with missing data, this method
utilizes complete covariates to construct a linear model and predict the missing values. Specifically: for the target
variable with missing values, a linear regression model under a multivariate normal distribution is first established using
the data without missing values. Then, for each observation record with missing values, the expected mean  and
standard deviation  are obtained by substituting the known covariate values into the above trained model. Finally, a

random number is drawn from the normal distribution  2,N as the filling result. This method can well maintain the
original data structure characteristics while introducing reasonable uncertainty estimation.

2.3 Random Forest Filling Algorithm Based on Multiple Imputation (MRF)

Random forest is widely used in the field of machine learning. As one of the classical classification algorithms, it has
good robustness and accuracy. The algorithm evolved from the decision tree, reduces the risk of overfitting in the
decision tree, and is not sensitive to noise or outliers in the data set, so it has good prediction and generalization ability.
The MRF method combines the idea of Multiple Imputation with a random forest model in the field of machine learning
to estimate missing values by building multiple decision trees. For each tree, the importance of multiple features is
taken into account during the node splitting process, and the model is trained using the unmissing data. When a missing
worth sample is encountered, the most likely value is deduced according to the existing feature information as the filling
result. This process is repeated many times to produce a stable and reliable prediction.

2.4 Characteristics Analysis of Air Quality Monitoring Data

The incomplete air quality monitoring data is mainly caused by the failure of acquisition equipment and other reasons,
which brings difficulties to further experimental analysis. It is very important to analyze the Missing Data Mechanisms
and reason of the data and choose the appropriate filling algorithm for its processing. In 1987, Little and Rubin [8]
proposed the concepts of Missing Completely at Random (MCAR), Missing at Random (MAR), and Not Missing at
Random (NMAR), classifying the complex and diverse reasons for data missing. However, in view of the specific data
missing problem, it is often necessary to explore the correlation among variables and the distribution of missing values
in the data set to be filled. For this reason, before filling in the data, this paper pre-analyzed the missing rate of about 1
million air quality monitoring data from 12 stations under different observation indicators, each of which had 7
monitoring indicators, and plotted a stack bar chart (left of Figure 1) and a percentage stack bar chart (right of Figure 1).
The experimental results are shown in Figure 1:
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Figure 1 The Proportion of Missing Values of Different Observation Indicators at Different Monitoring Stations

The results of Figure 1 show that: First, in the air quality monitoring data, not only do all monitoring dimensions have
missing data, but the missing rates of different monitoring dimensions are different in the air quality monitoring data of
each station; Second, there are certain similarities in the missing rate of different stations under the same observation
index. As can be seen from the experimental results in right of Figure 1, the missing rate of observation indicators CO,
NO2, PM2.5, SO2 and AQI accounted for 5%-10% of the cumulative missing rate in all stations, while the missing rate
of PM10 accounted for half of the total missing rate. Third, the experimental results of left of Figure 1 show that in all
sites, the missing rate of monitoring indicator PM10 is above 15%, while the missing rate of the remaining vast majority
of monitoring indicators is below 5%. In summary, for the air quality monitoring data, the missing trend of the internal
observation indicators follows a similar rule, that is, in the air quality monitoring data of each station, only a few
missing values of the monitoring dimension account for a relatively high proportion, more than 15%, while the missing
values of the remaining most dimensions account for a very low proportion, less than 5%.

2.5 Hybrid Multi-strategy Interpolation Method Based on MICE

According to the missing proportion of different observed variables in the data set to be filled, a more targeted Data
Imputation Algorithms is adopted to fill in different dimensions of the original data, which is the core idea of the
algorithm improvement in this paper. Since the missing proportion of different monitoring dimensions of air quality
data is highly differentiated, and there is a certain correlation between some observed variables, combined with the
proportion distribution of missing values in each monitoring dimension of the data set to be processed, the observed
variable with the largest missing proportion is given priority to be filled, and based on the initially filled data set,
Another Data Imputation Algorithms was used to fill in the remaining observed variables. Considering the general
filling effect of the algorithm, this paper improves the algorithm based on MRF and MNP. For the column with the
largest proportion of missing in the same data set, the above two algorithms are used to fill in the first stage, and the
result set after the initial filling is filled with another algorithm to fill in the missing values in the remaining observed
variables. According to the processing order of the same data set by different filling algorithms, MRFNP(Random forest
imputations and Linear regression mixed filling based on Multiple Imputation) and MNPRF(Linear regression and
Random forest based on Multiple Imputation) are proposed imputations Mixed filling) algorithms are proposed. For

ease of description, M represents the data set to be processed,    mjniM ji ,1,,1,,  represents the element in the i th
column of the j th row in M , n represents the number of sample points,m represents the total number of variables,

 mjPj ,1,  represents the proportion of missing values of the observation variable in column j of M . The specific
filling process of the algorithm is as follows:
Step 1: Find the column with the largest missing rate by formula (1) :
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In formula (1),  max is the maximum function,  nais. is a function for counting the number of observations in the

jth column variable of M that are marked as NA, and  nrow is the sample quantity function in statistics;

Step 2: Generate the initial dataset M  to be filled, where  max, jiMM  , and  max, jiM  represents the removal of the maxj

column from M ;
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Step 3: The data of M  is filled in by using MRF or MNP algorithms, and a complete data set cM  is obtained;

Step 4: Concatenate cM  and max, jiM column-wise to obtain a new dataset M  that needs to be filled in;
Step 5: Based on the filling algorithm adopted in the third step, corresponding to another algorithm (namely MNP or

MRF), data filling processing is carried out on M  respectively, and then the final complete data set cM is obtained.

3 RESEARCH METHODS

3.1 Data Sources and Experimental Environment

The operating system of all experiments in this paper is Windows 11, the program writing software is RStudio
2023.03.0 Build 386, the program execution kernel is R version 4.2.3, and the drawing tool is Origin. Considering that
there may be some differences in air quality Monitoring data in different regions, in order to verify the effect of the
algorithm under different data sets, this paper obtained data from CNEMC (China National Environmental Monitoring
Centre, https://www.cnemc.cn/en/) collected air quality data of 12 monitoring stations. The monitoring indexes were
CO, NO2, O3, PM10, PM2.5, SO2 and AQI, and the data collection frequency of each station was once an hour. The
period is from 0:00 on Jan 1, 2015 to 23:00 on Dec 31, 2023. In the real data collection process, due to equipment
failure, extreme weather impact, communication transmission problems and other factors, the collected data contains
missing values, and even blank data for a period of time. In this paper, the collected data will be preprocessed, and the
processing method is divided into the following two parts:
(1) For the data without recording time, this paper does delete processing; As for the data with time records, even if all
monitoring indicators are missing, they are still retained, so as to obtain 12 data sets with missing values to be filled,
and a total of 914,100 air quality monitoring records are obtained. In order to facilitate the description of subsequent
experiments, this group of data is marked as  12,1, iAi ;
(2) The records containing missing observed values were deleted for processing, so as to obtain 12 complete data sets,
with a total of 741,679 air quality monitoring records. In order to facilitate the subsequent experimental description, this

set of data was marked as  12,1, iBi . As the iB records are all real data values, therefore, in the third part of the paper
"comparison of experimental results", this set of data will provide a comparison basis for the advantages and
disadvantages of MRF, MNP, MRFNP and MNPRF algorithms under different evaluation criteria. Taking into account

the reasons for the absence of air quality monitoring data, this paper will conduct missing data processing for iB based
on complete random missingness by using computer simulation. The simulation method steps of the Missing Data
Mechanisms are presented in Section 2.2.

3.2 Simulation of Missing Data Mechanisms

The absence of observed values in air quality monitoring data meets the definition of completely random absence.
Therefore, all computer simulation experiments in this paper are conducted on the premise of completely random
absence. The detailed simulation steps of the Missing Data Mechanisms are as follows:
Step 1: According to the experimental results shown in Figure 1, the number of records with missing values in different
data sets varies. To better simulate the proportion of missing values in actual problems, this paper sets a general range

for the proportion of missing values in the complete data set M , while the overall missing rate
t
nP of data set M is

randomly generated within this range. That is to say, the proportion of records with missing values is determined from
the row perspective. The formula is as follows:

  maxmin ,| pppprunifP nn
t
n  (2)

In Formula (2),
t
nP represents the proportion of observation records with missing values among the total number of

records;  runif is a random number generation function; minp and maxp respectively denote the upper and lower limits

of the values that
t
nP can take, indicating the random selection of n values of p from  maxmin , pp . Here, 1n , that is

 tt
n pP 1 .

Step 2: Based on the value of
tP1 , randomly select data rows from dataset M . The set of row numbers corresponding to

these observation records is denoted as mR , and mR is determined by formula (3):
)))((),((( MnrowpfloorMrowsamplesortR tm  (3)

In formula (3),  row is the extraction row number function, which is used to obtain the row number set corresponding

to each observation data in M .  Mrow is a vector and is denoted as  nV ,1,  .  nrow is used to obtain the total

number of records in M ,  floor represents the floor function, ))(( Mnrowpfloor t  indicates the total number of
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records in M that contain missing observations, and this is counted as mN .  sample is a random sampling function,

indicating the random extraction of mN elements without replacement from V ;  sort represents a sorting function,
here in ascending order, used to arrange the randomly selected elements in the order from small to large.
Step 3: In real-world application scenarios, the randomness of whether each observation record is missing a certain
observation indicator is also completely random. Based on this, in this paper, from the perspective of columns, the

random missing processing is carried out for each observation indicator of each record corresponding to mR , in order to
simulate the missing situation of the air quality monitoring dataset in real scenarios to the greatest extent. There are a
total of 11 observed variables in M . Among them, 4 are time-related records, namely year, month, day and hour; there

are 7 air quality indicators, and the corresponding column numbers are denoted as ]11,5[, 
mV . During the

experiment execution, only the missing values of the air quality indicators were handled. Firstly, through formula (4), a

set of random missing weight combinations
wP is generated for the 6 observed variables in M . The larger the value is,

the greater the possibility of missingness for the current record in the corresponding observed variable is; conversely,
the smaller the value is, the lower the possibility is.

    6,1,,| maxmin   pppprunifP www (4)

In formula (4),  runif is a random number generation function, while minp and maxp respectively represent the

upper and lower limits of the values that wP can take, that is, randomly select 6 values of wp from  maxmin , pp , and at

this time  wwww pppP 621 ,,,  .
Step 4: Taking into account the missing characteristics of the air quality monitoring data shown in Figure 1, it is
necessary to assign a higher probability of missingness to one of the remaining observation variables in M , so as to
make the computer simulation experiment more closely resemble the real application scenarios. The initial probability
value wP is optimized through formula (5) to obtain the probability value wP 1 .
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In formula (5),  sample is a random sampling function,  sum is a summation function,  c is a vector
concatenation function, a is a constant term, and 0a . In the subsequent experiments, by controlling the value of a ,
the superiority of the proposed hybrid imputation algorithm in this type of missing scenario can be verified under
different combinations of missing columns.
Step 5: For each record corresponding to mR , the actual missing column 7, 

mRC is generated through formula (6).
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In formula (6), mRC represents the specific missing columns in each row record corresponding to mR ; U represents

the data source to be extracted;  represents the number of samples extracted from U ; and the value of  determines

the number of elements contained in RC . 1W represents the missing weights or probability distribution of each

element in U . In this paper, non-uniform random selection operations are realized through 1W .  sum represents the

summation function;  sort represents the sorting function. When the value of parameter l is 0, it indicates ascending
order; when it is 1, it indicates descending order. It is used to arrange the randomly selected elements in the prescribed
order.
Step 6: To facilitate the comparison of subsequent experimental results, first, the corresponding observed values in M
are saved in sequence. Then, the missing values in the data are handled by setting the corresponding values in

mR
mji CjRiM  ,,, as "NA".

3.3 Experimental Methods

In real life, the overall proportion of missing data is not fixed, and there is uncertainty about whether the observed index
is missing in each record. In order to verify the accuracy and stability of the Data Imputation Algorithms, this paper
conducts experiments in five steps:
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Step 1: Select an arbitrary data set from for the experiment, and denote this data set as M .
Step 2: On the R platform, the Missing Data Mechanisms method described in this paper is adopted to conduct a
completely random missing treatment on the overall missing proportion t

nP of M within the range of proportions

 %7%,3 ,  %17%,13 and  %27%,23 , thereby obtaining a non-complete data set *M .

Step 3: Step 3: For each *M under current t
nP , apply 4 different imputation algorithms to fill in the missing values

once. After the imputation is completed, evaluate the deviation degree of the imputation results from the original values
in M under different evaluation criteria for different imputation algorithms when the current missing rate is considered.
Step 4: Taking into account the randomness of computer simulation, for each different range of t

nP , this paper repeats
the third step experiment operation 100 times for each case, thereby obtaining the mean, standard deviation and
confidence interval of the evaluation results after Multiple Imputations [23].
Step 5: To verify the effectiveness of the data imputation algorithm, the experimental method from step 2 to step 4 was
repeated for each data set in  12,1, iBi . The mean and median of the evaluation results after multiple imputations
were given to verify the superiority of the algorithm under different data sets.

3.4 Evaluation Criteria

In order to compare the effects of different filling algorithms, this paper assumes  nyyyY ˆ,,ˆ,ˆˆ
21  ,

 nyyyY ,,, 21  , where Ŷ represents the filling value, Y represents the original value, and n represents the

number of missing values in the dataset *M that needs to be filled. Based on this, the experiment makes a comparison
of the results from two aspects of absolute error and relative error. Three evaluation criteria, namely MAE (Mean
Absolute Error), RMSE (Root Mean Square Error), and WMAPE (Weighted Mean Absolute Percentage Error), are
selected to evaluate the algorithm presented in the paper. Among them, MAE and RMSE respectively represent the
absolute error between Ŷ and Y . The formulas are defined as follows:





n

i
ii yy

n
MAE

1

ˆ1
(7)

 



n

i
ii yy

n
RMSE

1

2ˆ1
(8)

In formula (7)-(8), it can be seen that the ranges of MAE and RMSE are both within  ,0 . The closer the values are
to 0, the smaller the deviation between the imputed values and the true values, which indicates that the performance of
the data imputation algorithm is better. Compared with MAE, RMSE also reflects the stability of the deviation degree.
It is more sensitive to outliers. A smaller value not only indicates a better imputation effect but also reflects the stability
of the imputation algorithm.
In real life, since the value range of the observed variables to be filled may be very different, if only MAE and RMSE
are considered, the degree of error between the filled value and the true value is often unable to reflect the degree of
error relative to the true value itself. Based on this, this paper adopts the statistical quantity WMAPE, which can
represent the relative error between Ŷ and Y , to evaluate the superiority of different algorithms. The definition of
WMAPE is as follows:





n

i
i

n

i
ii yyyWMAPE

11

ˆ (9)

Compared with 





n

i i

ii

y
yy

n
MAPE

1

ˆ1 , WMAPE is less sensitive to outliers in Y . That is, when iy approaches 0 or

equals 0, it can still effectively reflect the relative error results among different algorithms. The range of WMAPE
remains  ,0 , and the closer the value is to 0, the better the filling effect is.

Taking into account the experimental methods of this paper, after Multiple Imputations under the same t
nP range,

different evaluation result vectors will be obtained, as follows:
 NMAEMAEMAEMAE ,,, 21  (10)

 NRMSERMSERMSERMSE ,,, 21  (11)

 NWMAPEWMAPEWMAPEWMAPE ,,, 21  (12)
The evaluation criteria used in this paper are derived from traditional MAE, RMSE and WMAPE calculations, and are
defined as follows:
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In Formulas (13)-(15), N represents the number of fillings within the current t
nP range,  represents the  th filling

experiment, MAE , RMSE , and WMAPE respectively represent the values of MAE, RMSE and WMAPE

obtained in the  th experiment, and MAE , RMSE , and WMAPE respectively represent the mean values of the
results under different evaluation criteria in multiple rounds of experiments.

4 RESULTS AND DISCUSSION

4.1 Experimental Results Based on Air Quality Monitoring Data in a Certain Region

To facilitate the subsequent experimental description, let the mean value of the overall missing rate range be

2
maxmin pp 

 , and the maximum weight of the missing column be
1


a
a . Considering that in real scenarios, the

overall missing rate of the dataset to be filled is not fixed, in order to simulate the effectiveness of the imputation
algorithm under different missing rate ranges, this paper stipulates %4minmax  pp , and the values of maxmin , pp are

all accurate to 0.01, and a is a positive integer. During the experiment, 25.015.005.0 ，， , 9.0,8.0,5.0 , the
number of experimental repetitions 100N , and the experimental results are as shown in Table 1:

Table 1 Under Different Loss Rates and Loss Weights, Four Filling Algorithms Fill 100 Times under Different
Evaluation Criteria

Weight Algorithm
05.0 15.0 25.0

RMSE MAE WMAPE RMSE MAE WMAPE RMSE MAE WMAPE

5.0
MRF 0.634 0.306 0.442 0.625 0.300 0.437 0.634 0.301 0.436
MNP 0.550 0.309 0.447 0.556 0.306 0.445 0.560 0.309 0.448

MRFNP 0.616 0.310 0.449 0.613 0.304 0.442 0.616 0.306 0.444
MNPRF 0.548 0.297 0.430 0.556 0.294 0.428 0.556 0.297 0.430

8.0
MRF 0.634 0.307 0.446 0.631 0.305 0.441 0.636 0.303 0.442
MNP 0.548 0.309 0.449 0.553 0.306 0.443 0.552 0.307 0.448

MRFNP 0.606 0.309 0.449 0.614 0.307 0.444 0.605 0.307 0.449
MNPRF 0.541 0.292 0.423 0.547 0.290 0.420 0.549 0.290 0.423

9.0
MRF 0.633 0.306 0.445 0.627 0.301 0.438 0.629 0.303 0.439
MNP 0.555 0.308 0.447 0.553 0.307 0.446 0.554 0.310 0.449

MRFNP 0.610 0.308 0.448 0.608 0.309 0.448 0.610 0.311 0.451

MNPRF 0.545 0.287 0.418 0.542 0.287 0.417 0.548 0.292 0.423

The experimental results in Table 1 show that under 3 different miss rate ranges and weight distributions, 4 algorithms
fill 100 randomly generated incomplete data sets respectively, and then obtain the corresponding mean value of
evaluation results. The above experimental results show that: (1) under MAE, RMSE and WMAPE evaluation criteria,
the filling effect of MRF, MNP, MRFNP and MNPRF algorithms will not vary widely with the gradual increase of the
missing rate, which preliminarily proves that the filling effect of the multi-filling algorithm based on the multi-
interpolation idea is stable under different missing rates; (2) Under different ranges of missing rates and weight
distributions, the MNPRF algorithm achieved the lowest A, B, and C results, and its overall filling effect was the best.
The MNP algorithm's filling effect was second-best; (3) When 5.0 is true, the superiority of the MNPRF
algorithm is not significant under the three evaluation criteria. However, as  increases, the filling advantage of this
algorithm becomes greater. In summary, the proposed algorithm improvement idea can inherit and extend the
advantages of the existing algorithm, and has certain portability, and improve the filling optimization method from
different perspectives.
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In order to further verify the filling effects of the four algorithms under different missing rates, in this paper, the range
of missing rates  maxmin , pp of the data set to be filled is gradually increased from  %5%,0 to  %60%,55 . The step
size of the upper limit maxp and the lower limit minp of the missing rate range is set to 5% respectively, and the number

of experiments for each missing rate range is 100N . The results of MAE , RMSE and WMAPE are plotted under
three criteria, and the experimental results are shown in Figure 2 (right). More importantly, in order to explore the
stability of multiple experiments of different algorithms under MAE, RMSE and WMAPE criteria, this paper presents
the box plot, result drop point and distribution curve of the miss rate similar to the real data. The experimental results
are shown in left of Figure 2.

(a) (b)
Figure 2 (a) When 100,8.0,15.0  N is Set, Box Plots of Four Filling Algorithms under Different

Evaluation Criteria; (b) When 100,8.0  N is Set, the Mean Line Graphs of MAE, RMSE and WMAPE Results
Of The Four Filling Algorithms Under Different Missing Rates Are Presented

Figure 2 of (a) presents the box plots and distribution curves of the evaluation results obtained from 100 data imputation
experiments conducted by MRF, MNP, MRFNP and MNPRF respectively when the range of missing rate is
 %17%,13 and the maximum weight of the missing column is 80%. It can be seen that: (1) MNPRF algorithm always
maintains the minimum mean, median, upper quartile, lower quartile and other statistics under MAE, RMSE and
WMAPE evaluation criteria, and has the best filling effect; (2) Under the MAE evaluation criterion, the box length of
the MNPRF algorithm is only greater than that of the MRF algorithm. Moreover, the MAE distribution of the
MNPRF algorithm is more similar to the normal distribution compared to that of the MRF algorithm. This further
validates that although the MNPRF algorithm is based on the MNP algorithm, it still retains a significant amount of the
filling advantages of the MRF algorithm; (3) Under the RMSE evaluation criteria, the distance between the top and
bottom quarterback values of the MNP algorithm is the smallest, followed by the MNPRF algorithm, and the
distribution curves of the evaluation results of the two algorithms are similar, which indicates the system stability of the
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MNPRF algorithm; (4) WMAPE value reflects the relative error of the algorithm. Under this evaluation criterion,
MNPRF not only obtains the smallest spacing between top and bottom quarterbacks, but also the mean and median
WMAPE values of the algorithm are even smaller than the lower quarterback values of the other three algorithms,
showing significant filling advantage.
The experimental results in Figure 2 of (b) more directly demonstrate: (1) the filling advantage of MNPRF algorithm
under different miss rates is significantly better than the other three algorithms under MAE and WMAPE criteria, while
the filling effect under RMSE criteria is slightly better than MNP algorithm, but still significantly better than MRF and
MRFNP algorithms; (2) The filling effect of MRF, MNP, MRFNP and MNPRF algorithms based on the idea of
Multiple Imputation does not increase significantly with the increase of missing columns, and the filling effect is stable.
In the process of the experiment, considering the factors such as the sample size and the time complexity of the
algorithm, combined with the uncertainty brought by the computer random simulation, this paper only repeated the
experiment 100 times under each missing rate range, which is slightly insufficient to evaluate the overall filling effect of
the algorithm. To further verify the overall differences among the aforementioned imputation algorithms, this paper
uses MAE , RMSE , and WMAPE as new samples to construct a 95% confidence interval, thereby evaluating the
accuracy of the imputation effects of different algorithms. Since the overall variance of the new sample is unknown, and
according to the experimental results in Figure 2, the data MAE , RMSE , and WMAPE generated by different
algorithms in this sample do not fully satisfy the normal distribution. Therefore, in this paper, formulas (16)-(18) are
used to construct the Confidence Interval for the mean absolute error ( CIMAE ), the root mean square error ( CIRMSE ),

and the mean absolute percentage error ( CIWMAPE ), and the confidence interval lengths CIL (Confidence Interval
Length) are respectively given.
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In Equations (16)-(18), the value of  is set at 0.05. By calculation, 96.1
2

1



Z and N represent the sample

quantities, which are the number of experiments conducted under different missing rate ranges in this paper. The
experimental results are shown in Table 2 as follows:

Table 2 Under Different Missing Rates, Four Filling Algorithms Filled the Confidence Interval Generated under
Different Evaluation Criteria 100 Times

Missing Rate Algorithm CIRMSE CIL CIMAE CIL CIWMAPE CIL

05.0

MRF [0.618, 0.650] 0.032 [0.304, 0.310] 0.006 [0.440, 0.452] 0.012

MNP [0.533, 0.563] 0.030 [0.306, 0.313] 0.007 [0.442, 0.455] 0.013

MRFNP [0.590, 0.623] 0.034 [0.304, 0.314] 0.010 [0.441, 0.457] 0.016

MNPRF [0.524, 0.559] 0.035 [0.288, 0.296] 0.009 [0.416, 0.431] 0.015

15.0

MRF [0.620, 0.643] 0.023 [0.300, 0.306] 0.006 [0.432, 0.444] 0.012
MNP [0.549, 0.572] 0.023 [0.306, 0.314] 0.008 [0.442, 0.455] 0.013

MRFNP [0.611, 0.637] 0.026 [0.306, 0.316] 0.010 [0.442, 0.458] 0.016
MNPRF [0.538, 0.564] 0.025 [0.287, 0.295] 0.008 [0.414, 0.428] 0.014

25.0

MRF [0.627, 0.645] 0.018 [0.300, 0.306] 0.005 [0.436, 0.448] 0.012

MNP [0.544, 0.560] 0.017 [0.303, 0.310] 0.007 [0.441, 0.454] 0.014

MRFNP [0.597, 0.614] 0.017 [0.303, 0.312] 0.009 [0.441, 0.456] 0.015

MNPRF [0.537, 0.560] 0.023 [0.286, 0.294] 0.008 [0.416, 0.431] 0.015

Statistical analysis of the experimental results in Table 2 with 95% confidence shows that:The MNPRF algorithm
obtained the minimum lower and upper bounds of CIRMSE , CIMAE and CIWMAPE respectively under different
missing rate ranges, which further verified the experimental results in Table 1; (2) Under different ranges of missing
rates, the upper limit values of CIMAE and CIWMAPE in the MNPRF algorithm are significantly lower than those of
the other three algorithms; (3) Under different ranges of missing rates, the upper limit value of CIRMSE in the MNPRF
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algorithm is always smaller than the lower limit value of CIRMSE in both the MRF and MRFNP algorithms, and the
starting point of the interval of the MNPRF algorithm is always smaller than that of the MNP algorithm; (4) From the
perspective of CIL , under the 95% confidence level, the confidence interval length values of MNPRF and MRFNP
algorithms are consistently greater than those of MRF and MNP algorithms in all three evaluation criteria. In conclusion,
the improved MNPRF algorithm has some values of CIRMSE , CIMAE , and CIWMAPE increasing due to the
influence of certain special values in the data set to be filled. This affects the overall filling accuracy of the algorithm.
However, its overall filling effect is significantly better than that of MRF and MNP algorithms.

4.2 Experimental Results Based on Air Quality Monitoring Data of Different Stations

In order to verify the general applicability of the algorithm in the field of air quality monitoring data, this paper
conducts experiments on 12 datasets collected by adopting the same experimental method. Considering the missing rate
situation of the original real datasets, the t

nP value of this part of the experiment refers to the missing rate of the real

datasets, that is 16.0,1.0 maxmin  pp . Each dataset is executed 100 times with the same experimental steps, and all
experimental results are plotted under the MAE, RMSE, and WMAPE criteria. The details are shown in Figure 3,
Figure 4, and Figure 5:

Figure 3When   100,%16%,10  NPtn is Set, Box Plot of MAE Results from 4 Algorithms Based on Different
Datasets for Imputation Experiments

Figure 3 Experimental results show that: (1) Under MAE evaluation criteria, the MAE mean, median, upper quartile,
lower quartile and 1.5x interval of the MNPRF algorithm in all regional air quality monitoring data sets are significantly
lower than the corresponding statistics of the other three algorithms; (2) In the experimental results of all regions, the
MNPRF algorithm has a longer interquartile interval, while the MRF algorithm has the shortest interquartile interval.
To sum up, MNPRF algorithm has significant advantages in filling different data sets.
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Figure 4When   100,%16%,10  NP t
n is set, Box Plot of RMSE Results from 4 Algorithms Based on Different

Datasets for Imputation Experiments

Figure 4 Experimental results show that: (1) Under the RMSE evaluation criteria, the RMSE mean, median, upper
quartile, lower quartile and 1.5x interquartile interval values of MNPRF algorithm in all regional air quality monitoring
data sets are significantly lower than the corresponding statistics of MRF and MRFNP algorithms, and slightly lower
than MNP algorithm; (2) In the experimental results of all monitoring stations, the interquartile spacing of the four
algorithms had no obvious rule, and there were a few outliers in the RMSE experimental results of almost all stations.
In summary, the MNPRF algorithm has the best system stability in different data sets.

Figure 5When   100,%16%,10  NPtn is set, Box Plot of WMAPE Results from 4 Algorithms Based on Different
Datasets for Imputation Experiments

Figure 5 Experimental results show that: (1) Under the WMAPE evaluation criteria, the mean, median, upper quartile,
lower quartile and 1.5x interquartile of WMAPE in all regional air quality monitoring data sets of MNPRF algorithm
have the smallest values; (2) In almost all monitoring site experiments, the mean and median values of the evaluation
results of the MNPRF algorithm were smaller than the lower quartile values of the other three algorithms; (3) In the
experimental results of all monitoring sites, the quartile spacing of the four algorithms has no obvious rule, and the
upper and lower quartile spacing of the MNPRF algorithm still has a good performance in the data filling experiments
of some sites. In summary, the relative error of MNPRF algorithm in different data sets is the smallest, and the filling
effect is the best.

5 CONCLUSIONS

With the application and popularity of machine learning and neural network algorithms in all walks of life, the scale and
quality of data have become increasingly important, and missing value processing has become the most important part
of data pre-processing. For the same data set to be filled, data analysts often need to choose a suitable Data Imputation
Algorithms according to data characteristics, missing reasons, data scale and other factors. Considering the complexity
of practical problems, high-dimensional data and multi-source heterogeneous data are becoming more and more
common in the current real application scenarios, which leads to the cause of missing data of different dimensions
becoming no longer single. Meanwhile, filling algorithms dealing with missing observed values of different dimensions
in the same data set may also be different. Based on the original data imputation algorithms MRF and MNP, this paper
makes improvements, tries to use different algorithms to deal with the missing value problem of different monitoring
dimensions in air quality monitoring data, and proposes two algorithms MRFNP and MNPRF according to the kernel
execution order of the improved algorithm. The experimental results of this paper show that the filling effect and
accuracy of the algorithm can be greatly improved by selecting a more appropriate filling algorithm for different
missing dimensions of the same data set. The algorithm improvement concept in this paper provides a new idea for the
future development of the data filling field.
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