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Abstract: Vehicles must ensure safety and efficiency and deal with complex ethical dilemmas in autonomous driving.
In order to deal with these ethical dilemmas effectively, moral decision-making models based on multi-objective
reinforcement learning (MORL) provide a technical path to resolve such ethical dilemmas. Unlike traditional
reinforcement learning (RL), MORL can generate more socially moral decision-making strategies in conflict scenarios
by simultaneously optimizing multiple objectives. Of course, significant challenges remain in this research path.
Assigning reward function weights is highly dependent on subjective judgement and cultural context; the dynamic
environment is not adaptable enough, and the scarcity of ethical dilemma data limits model training. To address these
issues, this paper points out that future research needs to focus on the dynamic weight adjustment mechanism, the
construction of cross-cultural ethical frameworks, and large-scale real-world validation.
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1 INTRODUCTION

Autonomous driving is gradually moving from the laboratory into real life. However, how to make autonomous driving
systems make moral decisions that meet ethical standards in complex traffic environments has become a difficult
problem in current technology practice [1-4]. Commonly used in traditional intelligent decision-making systems is the
RL decision-making framework, which aims to achieve single-objective optimization by prompting the AI agent to take
the best action amongst reward-maximizing and corresponding constraint strategies [5-8]. Although traditional RL
excels at single-objective optimization (e.g., minimizing collision rates or maximizing traffic efficiency), its inherent
flaws are exposed in ethical multi-objective conflict scenarios. To address this challenge, MORL provides a new path to
solving ethical dilemmas by simultaneously optimizing conflicting objectives and a dynamic weight allocation
mechanism. Unlike RL's single reward function, MORL allows for the definition of multi-dimensional objective
functions (e.g., safety, efficiency, fairness) and identifies the optimal trade-off solution via the Pareto front. This ability
makes MORL significantly superior to traditional methods regarding cross-cultural ethical adaptability. Researchers
have attempted to incorporate multiple ethical objectives in intelligent decision-making systems to achieve decision
optimization that is more in line with socio-ethical rules [9-12].

2 MORAL DECISION-MAKING FOR AUTONOMOUS DRIVING

2.1 Dilemma of Moral Decision-Making in Autonomous Driving

The Trolley Problem (TP), a classic thought experiment in ethics, explores how one should make decisions in ethical
dilemmas to maximize benefits when faced with unavoidable harm [13-15]. For autonomous driving decision-making
systems, this dilemma manifests itself in how to make appropriate choices to achieve optimal ethical goals in inevitable
traffic accidents [16-20]. Autonomous driving is often faced with a situation where they must choose between hitting a
pedestrian, hitting another vehicle, or some other more damaging scenario to minimize harm (See figure 1). In such
situations, it is complex to make an accurate judgement based solely on a simple utilitarian morality (although this is
currently the most adopted ethical rule in moral decision-making), which requires a more complex and flexible moral
decision-making framework to assist autonomous driving in making their choices.
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Figure 1Autonomous vehicle at critical decision point

Of course, some scholars are pessimistic about the excessive focus on TP in ethical discussions of autonomous driving.
Etienne argues that current approaches to AI ethics in the autonomous driving industry often simplify complex moral
dilemmas and ignore broader social, cultural and situational factors [21]. Although frameworks such as the TP are
widely discussed, they fail to effectively address the systemic risks and operational challenges that autonomous driving
faces in real-world environments. Meanwhile, Geisslinger et al. think ethical considerations of autonomous driving
should go beyond hypothetical moral dilemmas and focus on practical situations involving risk management, safety, and
societal impacts [2]. Tolmeijer et al. argue that while AI decision-making systems can assist in moral decision-making
by providing objective analyses, identifying patterns, or exploring options, they are inherently non-moral
decision-making and still rely on human experts to provide moral reasoning and judgement [22]. AI moral
decision-making should be a tool to support humans in achieving moral judgement rather than a subject (human being)
who substitutes for moral reasoning. Addressing the issue of explainability in AI moral decision-making, Madhav and
Tyagi point to explainable artificial intelligence (XAI) as the key to solving the problem of lack of trust in autonomous
driving [23]. By making AI decisions transparent, explainable and consistent with human expectations, XAI can
enhance trust, drive the adoption of autonomous driving technologies and ensure their safe and ethical integration into
society. Despite the current growing concern in the autonomous driving car industry about ethical issues such as safety,
liability, bias in decision-making algorithms, and social acceptance, there is still a lack of consensus on how to
comprehensively address these issues [24,25]. This requires interdisciplinary collaboration, more transparent
regulations, and the alignment of technological developments with societal values to ensure the ethical deployment of
autonomous driving.

2.2 Frameworks for Moral Decision-Making in Autonomous Driving

An AI moral decision-making framework refers to some systematic mechanism and model that ensures that the
decisions made by an intelligent decision-making system are in line with ethical principles and societal expectations
when faced with complex situations. Conitzer et al. argue that moral decision-making frameworks typically rely on
datasets (e.g., surveys, experiments) collected from human responses to ethical dilemmas, which form the basis for
training and evaluating AI models [26]. Noothigattu et al. advocate a democratic, collective approach - by aggregating
the ethical preferences of a population - to allow AI moral decision-making to be based on the collective will [27]. That
is, modelling moral decision-making as a voting problem, where individuals are free to express their preferences for
different ethical choices, and then aggregating preferences through voting theory to ultimately select the decision
consistent with the majority’s ethical outlook. Another empirical study similarly suggests that consumer acceptance of
self-driving car services is driven by technological advances and significantly influenced by the perceived consistency
of ethical practices and personal values [28]. Regardless of the moral decision-making framework adopted for
autonomous driving systems, the core components and principles remain the same (See Table 1), requiring trade-offs
between multiple goals such as safety, efficiency, and the rights of passengers and pedestrians, which is the core
pathway to achieving trust and legitimization of autonomous driving systems.
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Table 1 The content and principles of the moral decision-making framework for autonomous driving
Content Principle

Multi-objective
optimization

Need to trade-off between multiple
objectives (e.g. traffic safety, passenger
experience, pedestrian protection)

Damage
minimization

Harm minimization is the most
fundamental ethical requirement in
moral decision-making.

Transparency The decision-making process of an
automated driving system should be
transparent so that it is easy for humans
to understand and trust.

Fairness and justice In a moral decision-making framework,
the system must ensure that harm is
minimized and that decisions are fair
and just.

Consistency The system’s decisions should
demonstrate consistency in the same or
similar situations to enhance public
trust in self-driving vehicles.

Legal compliance Autonomous driving systems should
follow current traffic rules as much as
possible, choosing the option that
minimizes liability when violations and
accidents are unavoidable.

Operability The moral decision-making of the
system needs to be actionable, i.e., it
can be implemented algorithmically.

Interpretability In an accident or complication with an
automated driving system, the system
should be able to explain clearly why it
has acted in a particular way.

The moral decision-making framework for autonomous driving aims to guide vehicles in making ethical and socially
desirable decisions in complex situations. The core issues include dealing with ethical dilemmas, weighing different
ethical principles (e.g., utilitarianism vs. deontology), ensuring fairness and transparency, and satisfying legal and
public expectations. Three broad categories of moral decision-making frameworks exist, namely rule-based,
utility-maximization and social contract-based frameworks (see Table 2), each with different strengths and weaknesses
in dealing with specific ethical situations.

Table 2Advantages and Disadvantages of Different Moral Decision-Making Frameworks for Autonomous Driving
Type Advantage Disadvantage

Rule Based  Realisability and interpretability
 The strong binding nature of laws and social
norms

 Lack of flexibility to adapt to complex and
uncertain situations
 Inability to effectively prioritize different
objectives when faced with multiple conflicting
objectives

Utility-Based  Ability to deal effectively with complex
ethical situations and make optimal decisions by
optimizing objective functions
 Greater flexibility to adjust the weighting of
different objectives according to actual situations

 There is a high degree of subjectivity in the
definition of utility and the assignment of
weights
 In emergencies, it may not be possible to
fully consider ethical and legal responsibilities,
focusing only on utility-maximizing outcomes.

Social Contract Based  Enables greater social acceptance and
cultural adaptability of decision-making
 Emphasis on the cultural context of moral
decision-making to ensure that the system meets
local ethical standards

 In multicultural, multi-value societies, the
challenge of inconsistent standards may be faced
 The social contract needs to be modelled
and quantified, which is technically challenging
to achieve for the time being

3 MORL IN AUTONOMOUS DRIVING

3.1 Disadvantages of RL in Autonomous Driving

RL is a machine-learning method for learning optimal strategies through environmental interaction [29-33]. The core of
RL lies in adapting the behavioural strategies of intelligence through reward feedback and generally only deals with
problems with a single objective, such as maximizing long-term rewards and minimizing traffic accidents. In the field
of autonomous driving, RL models need a large amount of training data to approximate the optimal policy gradually;
however, obtaining real-world moral dilemma data is not only costly but also has a large amount of uncertainty, which
makes RL insufficient in this specific case [34,35]. In addition, to train an autonomous driving system on how to make
rational decisions in different cultures and contexts, the model needs to collect a large amount of behavioural data,
including pedestrians, passengers, traffic signals and other vehicles. As these data cover ethical standards and laws and
regulations across multiple domains and regions, it is important to establish a clear framework for data ownership,
access, and control to ensure ethical and fair outcomes [36,37]. Finally, real-world ethical dilemmas tend to be scarcity
events, which are rare in naturally occurring traffic environments. However, these scarcity events have important
implications for moral decision-making in autonomous driving. For example, a vehicle that suddenly encounters a
pedestrian crossing the road may need to make a decision that involves a life trade-off, such situations do not occur
frequently in regular driving, but when they do, the accuracy and ethics of the decision are critical. Due to the limited
data for such situations, RL models often do not gain enough experience to learn effective strategies.
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3.2 MORL in Autonomous Driving

The core idea of MORL is to consider multiple different objectives simultaneously in the decision-making process
rather than just pursuing a single objective. Each objective has a corresponding reward function, which is usually
combined into a composite objective function by weighting to guide the intelligence to make a decision. One of the core
issues of MORL applied to autonomous driving is how to design the reward function and balance the individual
objectives. The following are two common algorithmic frameworks for MORL and their applications in autonomous
driving.
3.2.1 Weighted sum method: combining multiple objectives
The weighted sum method is one of the simplest and most used methods in MORL. This method sums the reward
functions of multiple objectives with certain weights to form a composite objective function. In autonomous driving, the
objectives may include ‘minimize injuries’, ‘comfort’ and ‘improve driving efficiency’. The learning process is guided
by assigning a weight to each objective (e.g. the weight for injury minimization can be adjusted to the highest) and then
weighting and summing these objectives to form a single objective function. Its mathematical expression is typically:

� � =
�=1

�

���� �� 1

Where � � is the composite objective function which represents the weighted sum of all the objectives.��(�) is the
-th objective function, which represents the performance or performance of the system on the -th objective. �� is
the weight associated with the -th objective function, which usually satisfies �� ≥ 0 and �=1

� �� = 1� . It is assumed
that the current autonomous driving has three objectives that need to be satisfied simultaneously:
1 ‘Minimising damage’ = �1(�);
2 ‘Comfort’ = �2(�);
3 ‘Improving driving efficiency’ = �3(�).
The weights are �1, �2, �3, then the expression for the weighted sum method is:

� � = �1�1 � + �2�2 � + �3�3 � 2
Of course, how to choose the appropriate weights is crucial in practice. If the weights are not set reasonably, it may lead
to a specific objective being over-optimized, which ultimately leads to an imbalance in the morality of decision-making
(e.g., over-emphasis on efficiency may lead to neglecting the safety of pedestrians). Therefore, a reasonable weight
adjustment mechanism is crucial for successfully applying MORL in autonomous driving. To cope with the dilemma of
conflicting multi-objective weights in MORL, the Pareto optimality method is an effective means of dealing with
trade-offs and conflicts between multiple objectives and is particularly suitable for optimizing conflicting objectives
[38,39]. The method aims to find a compromise solution that makes it impossible to further optimize an objective
without compromising other objectives, and these compromise solutions are called Pareto optimal solutions, denoted as:

�∗ is Pareto optimal ⟺ ∄� ∈ � s. t. ∀�, �� � ≤ �� �∗ ∧ ∃�, �� � ≤ �� �∗ 3
The mapping of all Pareto optimal solutions in the space of objective functions is called Pareto Front and is denoted as:

� = �1 �∗ , �2 �∗ , …, �� �∗ ∈ ℝ� �∗ is a Pareto optimal solution 4
In moral decision-making for autonomous driving, Pareto optimization methods make the system’s decisions more
rational and ethical by helping it balance multiple objectives (e.g., safety, efficiency, and fairness). A system can achieve
an overall optimal balance by performing Pareto optimization of the balance between different objectives, finding a
combination of weights that neither overly favours one objective nor completely ignores other objectives [40,41].
3.2.2 Policy gradient method: optimizing decision strategies
The policy gradient method optimizes the policy directly rather than the value function, and the method also has the
potential for application in MORL. For the parameterised policy �(�|�; �), the objective function �(�) is the expected
discount return:

� � = ��~��
�=0

�−1

��� ��+1 5

Where � = （�0, �0, �1, �1, …） denotes the trajectory and � ∈ [0,1] is the discount factor. The strategy gradient
theorem shows that the gradient of the objective function is:

∇� � � = ��~��,�~�� ∇� ln � � �; � ·�� �, � 6
Where ��(�) is the distribution of discounted states under the policy ��, representing the frequency of visits to state �
weighted by the discount. ��(�, �) is the state-action value function defined as the expected discounted reward for
following the policy �� after choosing the action � at state �. In the moral decision-making problem in autonomous
driving, the vehicle faces multiple possible behavioural choices, such as protecting passengers and pedestrians, obeying
the law, etc. Thus, a complex reward function needs to be designed. Let the reward for the -th goal be ��(�, �), and
the total reward is:

� �, � =
�=1

�

 � ���� �, � 7

Where �� ≥ 0 is the weight, which satisfies ��� = 1. For example:
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① Pedestrian safety: �1(�, �) =− 1
��(�,�)+�

(��: minimum distance to pedestrians)

② Passage efficiency: �2(�, �) = �avg(�, �)
③ Regulatory compliance: �3(�, �) =− ��(�over(�, �)) (δ: overspeed function)
Substituting the composite reward into the policy gradient formula, the gradient is updated to:

∇�� � = ��
�=0

�−1

 � ∇� log �� �� �� ⋅
�=1

�

 � ����
� ��, �� 8

��
�(��, ��) is the action value function of the -th goal. To reduce variance, a baseline �(��) is introduced:

∇�� � = ��
�=0

�−1

 � ∇� log �� �� �� ⋅
�=1

�

 � �� ��
� ��, �� − � �� 9

The traditional value function approach must compute each possible action’s value. In contrast, the policy gradient
approach needs to quantify these ethical guidelines into a reward function and find the optimal solution in the policy
space by optimizing the policy parameters to achieve the best decision ultimately [42,43].

4 DISCUSSION

4.1 Weight Distribution of the Reward Function

In autonomous driving moral decision-making, the importance of different objectives may change in different contexts.
In MORL, weight assignment determines how to handle and optimize multiple reward functions and directly affects the
final decision-making effect of the system [44]. By assigning a weight to each objective, a composite reward function
can be formed that comprehensively evaluates each objective’s accomplishment. The weight assignment not only
affects the system’s learning process in training but also influences the moral judgement of the system in actual
operation. However, in the current moral decision-making based on the MORL algorithm, the weighting problem has
never been adequately solved, mainly due to:
Firstly, the choice of weights is highly subjective, and different development teams, stakeholders, and users may judge
the priority of goals differently. Some developers may be more inclined to protect the safety of vehicle occupants, while
others may emphasize the protection of pedestrians [45]. In addition, priority setting for moral decision-making varies
across cultures, laws, and societal values. In some countries, the law may explicitly state that cars must prioritize the
safety of pedestrians in all situations, whereas in others, different rules may exist [46]. Therefore, a standardized
weighting scheme is unsuitable for all situations, and weighting must be flexible to accommodate different cultural and
social contexts and legal environments.
Second, the environment faced by an autonomous driving system is dynamically changing, and the system must react
quickly to these changes. In daytime and nighttime traffic scenarios, an autonomous driving system may need to
dynamically adjust the weights for safety and efficiency [47]. In an emergency where a traffic accident occurs, the
system may need to immediately increase the weighting of the safety objective, whereas, in daily traffic, more attention
needs to be paid to efficiency and comfort. This context dependency requires that the weights can be dynamically
adjusted according to the current state of the environment rather than being fixed. However, it is still challenging to
effectively design a dynamic adjustment mechanism so that the weights can accurately reflect the needs of the current
context.
Finally, in multi-objective optimization, weighting conflicts are inevitable. Safety and efficiency are often conflicting
objectives in autonomous driving: higher safety usually means slower speeds and higher travelling caution, while higher
efficiency may mean more risk-taking. Therefore, the system must find a suitable balance between the multiple
objectives, neither sacrificing safety for efficiency nor disabling traffic flow for absolute safety. This conflict makes
weight setting very fine and sensitive, and any adjustment of the weights may cause the system to deviate from one of
the objectives. If the weights for safety are set too high, the system may become too conservative and even lead to
traffic congestion, while if the weights for efficiency are too high, the risk of accidents may increase. Therefore,
designing a reasonable weight allocation scheme to balance the weight conflicts of different objectives is a complex
problem for MORL.
In today’s wildly advancing autonomous driving technology, the weight distribution of the reward function is like a
sword of Damocles, which has transcended the scope of mere technology and become a hub connecting algorithmic
ethics and social values. It is a warning that technological development must keep pace with ethical evolution and that
we realize the Rome Declaration only through verifiable technological solutions, standardized review processes, and
rule-of-law-based participatory mechanisms. This technological practice is not only about the innovation of transport
modes but also the reconfirmation and inheritance of humanity’s ethical system in the age of AI. A multi-level weighted
governance system is being constructed globally, from ISO 21448 Standards to UNECE regulations, MIT ethical
machine experiments, and German legislative practices. More and more open, transparent, and inclusive weighted
governance mechanisms are promoting autonomous driving as an intelligent carrier that carries human values.
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4.2 The Universality of Ethical Objectives

The universality of ethical goals is another central challenge in moral decision-making in autonomous driving systems.
Fundamental to the universality problem is ensuring that autonomous driving systems can always make moral and
ethical decisions in various complex and changing social and cultural contexts.
On the one hand, morality and ethics are understood differently in different social contexts, cultural values and legal
systems. In European and American cultures, the rights and freedoms of the individual are often emphasized. There may
be a greater tendency to protect the lives of individuals in moral decision-making. However, in some East Asian cultures,
collective interests and social harmony may be more important than individual interests [48]. Therefore, when an
autonomous driving system is faced with the need to choose between protecting passengers and protecting pedestrians,
different cultures may have different definitions of the ‘best choice’, and cultural differences make it challenging to
devise a uniform framework for moral decision-making.
On the other hand, traffic regulations and legal systems vary significantly from country to country, which makes it
difficult to harmonize moral decision-making for autonomous driving systems. In Germany, the law clearly states that
innocent pedestrians must be protected as much as possible in all circumstances. At the same time, in the United States,
the priorities of autonomous driving systems may focus more on the safety of passengers. In addition, different
countries have inconsistent regulatory standards for autonomous driving technology. Some countries have established
strict regulatory restrictions on autonomous driving behaviour, while others may give more flexibility [49]. Autonomous
driving systems must be able to adapt their decisions to different legal environments to ensure the legality of their
behaviour, which places a higher demand on the universality of ethical goals.

5 CONCLUSION

Although the current moral decision-making framework for autonomous driving based on MORL provides a technical
basis for solving ethical dilemmas, it still faces many practical challenges. Firstly, significant subjectivity and cultural
differences exist in allocating reward function weights, but the definition of ‘optimal solution’ varies significantly
across societies and cultures. In addition, the fragmentation of global traffic regulations further exacerbates the
difficulty of weighting standardization. Second, the problem of real-time adaptation to dynamic environments is
prominent. Sudden accidents in extreme scenarios require the system to be able to adjust the weights dynamically.
However, balancing algorithmic complexity and real-time decision-making with existing technologies is difficult.
Finally, the scarcity of ethical dilemma data restricts model training. The probability of ‘tram dilemma’ events in real
scenarios is extremely low, while the deviation of simulation data from reality may lead to insufficient decision
generalization.
Future research must focus on three significant directions to address the above challenges. Firstly, a context-aware
dynamic weight adjustment mechanism must be developed. The system can optimize the target weights in real time by
integrating multi-dimensional parameters such as weather, road conditions, traffic density, etc. Second, to build a
cross-cultural ethical framework. Establish a transparent public participation mechanism, incorporate multiple values,
and coordinate regulatory conflicts through international cooperation. Third, the reality verification and credible
assessment system must be strengthened. This requires relying on large-scale simulation tests and accurate road data to
verify the performance of models in complex ethical dilemmas and introducing third-party auditing organizations to
review the fairness and interpretability of algorithms independently. In addition, interdisciplinary collaboration
(ethicists, engineers, legal experts) and public education (e.g., ethical preference surveys) will fuel the deeper
integration of technology and social values.
Looking ahead, moral decision-making in autonomous driving is not only a matter of technical optimization but also of
reconstructing the human ethical system in the age of intelligence. Intelligent systems are expected to achieve more
humane trade-offs in extreme scenarios through dynamic weight allocation, culturally adaptive modelling, and rigorous
reality verification. This process needs to be based on technological iteration and supported by global collaboration and
standardized governance, ultimately enabling autonomous driving to go beyond the attribute of a tool and become a
credible intelligence carrying social consensus.
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