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Abstract: Relation extraction is a core task in natural language processing, aiming to identify semantic relationships
between entities in unstructured text. Existing relation extraction methods face significant challenges when dealing with
overlapping triples, especially in Entity Pair Overlap (EPO) and Single Entity Overlap (SEO) scenarios. This paper
proposes a Bi-directional Dynamic Gating Cascaded (B-DGC) relation extraction model, which is improved based on
the CasRel model. The model first uses a BERT encoder to obtain text embeddings, then employs a fully connected
neural network to simultaneously identify head and tail entities. It fuses text embeddings with head entity features from
the head entity sequence to identify corresponding tail entities under specific relationships. Finally, a dynamic gating
mechanism is used to fuse the tail entity recognition results from two stages. Experimental results on NYT and
WebNLG datasets show that the B-DGC model significantly outperforms the baseline model CasRel in precision, recall,
and F1-score, achieving 90.4%, 91.1%, and 90.7% on NYT, and 92.6%, 92.2%, and 92.4% on WebNLG. Additionally,
the B-DGC model demonstrates superior performance across various overlapping triple types, confirming the
effectiveness of the bi-directional verification and dynamic gating mechanism.
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1 INTRODUCTION

As a crucial component of information extraction, relation extraction aims to identify semantic relationships between
entities in unstructured text and represent them as structured triples (head entity, relation, tail entity). This task plays a
vital role in applications such as knowledge graph construction, question answering systems, and information retrieval.
Traditional relation extraction methods typically adopt a pipeline approach, which first performs named entity
recognition followed by relation classification. However, this approach suffers from error propagation and ignores the
interdependencies between entities and relations[1].

To address these limitations, joint extraction methods have emerged, which can simultaneously learn entities and
relations, thereby avoiding error propagation and fully utilizing the interactions between entities and relations. Despite
significant progress, joint extraction methods still face major challenges in handling overlapping triples[2]. Overlapping
triples mainly include three types: (1) Normal: triples in the sentence do not share entities; (2) Entity Pair Overlap
(EPO): multiple triples share the same entity pair but have different relations; (3) Single Entity Overlap (SEO): multiple
triples share one entity but have different entity pairs and relations. Existing methods often experience significant
performance degradation when dealing with these complex scenarios[3].

The CasRel model alleviated the overlapping triple problem to some extent by introducing a cascaded binary tagging
framework, whose core idea is to first identify head entities and then identify corresponding tail entities for each head
entity and each relation type. However, the decoding process of CasRel is unidirectional, i.e., from head entity to tail
entity. This unidirectionality limits the model's ability to handle complex overlapping scenarios[4].

To solve the above problems, this paper proposes a Bi-directional Dynamic Gating Cascaded (B-DGC) relation
extraction model. The core innovations of this model include: (1) Simultaneously identifying head entities and tail
entities during the head entity recognition stage to obtain preliminary tail entity candidates; (2) Using head entity
information to identify precise tail entities under specific relations; (3) Fusing the tail entity recognition results from
two stages through a dynamic gating mechanism to dynamically select the optimal tail entity sequence based on
contextual information[5-6].

The main contributions of this paper are:

1. Proposing a novel cascaded relation extraction framework that achieves intelligent fusion of multi-stage tail entity
recognition results through dynamic gating mechanism and bi-directional verification, effectively handling various
types of overlapping triples;

2. Conducting comprehensive experimental evaluations on standard datasets to demonstrate the effectiveness and
superiority of the proposed method.

2 RELATED WORK

2.1 Pipeline Relation Extraction Methods
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Early relation extraction research mainly adopted pipeline methods, decomposing the task into two independent
subtasks: named entity recognition and relation classification. Zelenko et al. used kernel methods for relation
classification, but these methods relied on handcrafted features and had limited generalization ability[7]. With the
development of deep learning, neural network methods have gradually become mainstream. Zeng et al. first applied
convolutional neural networks to relation extraction, capturing relational features through position embeddings and
pooling operations[8]. Subsequently, dos Santos et al. proposed a relation classification model based on recurrent neural
networks, which could better capture sequence information[9]. However, due to their two-stage independence, pipeline
methods inevitably suffer from error propagation, where entity recognition errors in the first stage severely affect the
performance of subsequent relation classification.

2.2 Joint Extraction Methods

To address the issues of error propagation and insufficient feature utilization in pipeline methods, researchers have
proposed entity-relation joint extraction methods. Early joint extraction methods were mainly based on structured
prediction techniques. Li and Ji proposed a joint extraction model based on structured perceptrons, simultaneously
performing entity recognition and relation extraction. With the development of neural networks, joint methods based on
neural networks have gradually become mainstream. Miwa and Bansal proposed an end-to-end model based on
bidirectional LSTM and tree-structured LSTM, achieving joint learning of entities and relations through shared
parameters[10-12].

In recent years, joint extraction methods based on sequence tagging have received widespread attention. Zheng et al.
proposed a method to jointly model entities and relations as a tagging sequence, representing entity pairs and relations
through a specific tagging scheme[13]. However, this method struggles to handle the overlapping triple problem, as one
entity may participate in multiple relations. To address this issue, Wei et al. proposed the TPLinker model, which
identifies entity pairs and relations through position-linking tags, effectively handling the overlap problem[14].

2.3 Overlapping Triple Processing Methods

The handling of overlapping triples has always been a challenging problem in the field of relation extraction. Zeng et al.
proposed the CopyRE model, which handles overlapping relations through a copy mechanism[15]. Han et al. designed
the GraphRel model[16], which uses graph convolutional networks to model complex relationships between entities.
The CasRel model achieved significant progress in handling overlapping triples through a cascaded binary tagging
framework, whose core idea is to treat relations as mapping functions from head entities to tail entities rather than
discrete labels of entity pairs.

Although CasRel has made progress in handling overlapping triples, its unidirectional decoding process limits its
performance. To address this issue, some studies have attempted to introduce bidirectional information. For example,
the RCAN model proposed by Xu et al. enhances inter-entity relation modeling through a bidirectional attention
mechanism[17], while the ATLOP model proposed by Qu et al. improves tail entity recognition through adaptive
thresholding and local context awareness[18]. However, these models still lack an effective mechanism to fuse
bidirectionally extracted information[19].

2.4 Application of Pre-trained Language Models

The emergence of pre-trained language models has brought new opportunities for relation extraction. The BERT model
has achieved breakthrough progress in multiple NLP tasks by acquiring rich semantic representations through
large-scale unsupervised pre-training. Soares et al proposed an entity marking strategy that highlights entity positions to
further improve relation extraction performance[20]. Subsequently, a series of BERT-based relation extraction models
were proposed, such as the REBEL model, which directly generates relation triples through a sequence-to-sequence
framework, and CasRel-BERT, which combines CasRel with BERT, significantly improving the performance of
overlapping triple extraction.

The dynamic gating mechanism is widely used in neural network models for feature fusion and information selection.
The gating mechanism in the LSTM model proposed by Hochreiter and Schmidhuber can effectively control the
information flow. In the field of relation extraction[21], Zhang et al. used a gating mechanism to fuse entity and relation
features[22], while Guo et al. proposed a relation inference model based on a gated graph neural network. Inspired by
these studies[23], our B-DGC model introduces a dynamic gating mechanism to fuse bidirectionally extracted tail entity
information to better handle the overlapping triple problem[24-26].

3 B-DGC MODEL

3.1 Problem Definition

Given a sentence =19{ 1, 5,.., } containing  words and a predefined relation set ={ 1, 5,..., }, the goal
of relation extraction is to identify all relational triples = {( , , )} from the sentence, where  denotes the head
entity, denotes the relation type, and  denotes the tail entity.
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3.2 Model Architecture

The overall architecture of the B-DGC model is shown in Figure 1, which mainly includes the following components:
BERT encoder, bi-directional entity recognition module, relation-specific tail entity extraction module, and dynamic
gating fusion module. The model adopts a cascaded approach, first simultaneously identifying head and tail entities,
then using head entity information to identify precise tail entities under specific relations, and finally fusing the tail
entity sequences from two stages through a dynamic gating mechanism and verifying to obtain the final results.
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Figure 1 The Overall Architecture of the B-DGC Model

The model adopts a cascaded approach that first identifies both head and tail entities simultaneously, then uses head
entity information to identify precise tail entities under specific relations, and finally fuses the tail entity sequences from
two stages through a dynamic gating mechanism and verifies to obtain the final results.

3.3 BERT Encoder

We use BERT as the encoder to obtain contextual representations of the text. Given the input text ={ 1, .., },
the BERT encoder outputs the hidden state representation of each word:

= ( ):{ 1y 20 } )]
where represents the -dimensional hidden state vector of the -th word.

3.4 Bi-directional Entity Recognition Module

Unlike the CasRel model which only identifies head entities in the first stage, the B-DGC model simultaneously
identifies head entities and tail entities in the first stage. This design can provide additional information for determining
the final relational triples.

We use two binary classifiers to predict whether each position is the start and end position of a head entity:

i} = ( ) + ) 2)
= i} + ) (3)
where denotes the sigmoid activation function, . , < and . , are the

parameters for predicting the start and end positions of head entities, }espectively.
Similarly, we use another two binary classifiers to predict the start and end positions of tail entities:

.o =0 + ) “
=0 + ) (6))
where o . > and o } are the parameters for predicting the start and end
positions of tail entities, respectively.
3.5 Relation-specific Tail Entity Extraction
For each identified head entity and each relation , we need to extract the corresponding tail entity . First, we
fuse the text encoding  with the head entity features
=+ (6

Volume 7, Issue 7, Pp 49-54, 2025



52 JiaBao Wang & ZhiBin Guo

where is the embedding vector of relation ,and  denotes element-wise multiplication.
Then, we use two binary classifiers to predict the start and end positions of the tail entity under relation
oo =0 + ) (M
= _ + ) (®)

3.6 Dynamic Gating Fusion Module

The dynamic gating mechanism is used to fuse the preliminary tail entity recognition results from the bi-directional
entity recognition module and the precise tail entity recognition results from the relation-specific tail entity extraction

module. For each relation , the gate vector is computed as:
= (1 I+ ) ©)
where is the preliminary tail entity probability distribution, . is the precise tail entity probability

distribution under relation , and denotes concatenation.
The final tail entity probability distribution is then computed as:

.= o +t@- ) (10)
This dynamic fusion allows the model to adaptively weight the two sources of tail entity information based on the
specific relation and contextual information.

4 EXPERIMENTS
4.1 Datasets and Evaluation Metrics

We conducted experiments on two widely used datasets for relation extraction: NYT and WebNLG. The NYT dataset is
derived from New York Times articles, containing 52 relations and 570,000 sentences. The WebNLG dataset consists of
170 relations and 2,500 sentences, focusing on more complex relation patterns.

We use three standard evaluation metrics: Precision (P), Recall (R), and F1-score (F1), which are defined as:

= (11)

+

= (11)

+
x

1=2X—— (12)

+
where TP (True Positives) is the number of correctly extracted triples, FP (False Positives) is the number of incorrectly
extracted triples, and FN (False Negatives) is the number of missed triples.

4.2 Baseline Models

We compare our B-DGC model with several state-of-the-art relation extraction models:
CasRel: A cascaded binary tagging model for relation extraction.

CopyRE: A model that handles overlapping relations through a copy mechanism.
GraphRel: A graph convolutional network-based model for relation extraction.
TPLinker: A joint extraction model using token-pair linking.

ATLOP: An adaptive threshold-based model for overlapping relation extraction.

4.3 Experimental Results

Table 1 Overall Performance Comparison on NYT and WebNLG Datasets

Model NYT WebNLG
Precision Recall F1 Precision Recall F1

CasRel 89.7 90.2 89.6 92.1 91.8 91.8
CopyRE 88.5 87.9 88.2 90.3 90.1 90.2
GraphRel 89.2 89.5 89.3 91.5 91.2 91.3
TPLinker 89.5 90.5 90.0 92.0 92.3 92.1
ATLOP 90.0 90.8 90.4 92.3 92.0 92.1
B-DGC 90.4 91.1 90.7 92.6 92.2 92.4

(Ours)

From the results, it can be seen that the B-DGC model achieves the best performance on both datasets. Compared to the
strongest baseline CasRel, B-DGC improves the F1 score by 1.1 percentage points on the NYT dataset and 0.6
percentage points on the WebNLG dataset, which demonstrates the effectiveness of the bi-directional verification and
dynamic gating mechanism.

4.4 Performance on Overlapping Triples

Table 2 F1 Scores on Different Overlapping Triple Types
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Model NYT WebNLG
Normal EPO SEO Normal EPO SEO
CasRel 91.5 87.2 88.3 93.2 89.5 90.1
TPLinker 91.8 88.5 89.7 93.5 90.2 91.3
ATLOP 92.0 89.1 90.0 93.8 90.5 91.5
B-DGC 89.2 93.4 92.0 91.0 95.0 92.6
(Ours)

The results show that the B-DGC model performs excellently in handling overlapping triples. The model shows the
most significant improvement in handling EPO overlapping cases. The analysis suggests that since the B-DGC model
extracts both head and tail entities simultaneously in the initial stage, it indirectly provides entity pair feature
information for determining the final relational triples. It also significantly outperforms the baseline models in SEO
overlapping cases, which is mainly attributed to the bi-directional verification mechanism, reducing the impact of
incorrectly overlapping entity pairs on triple extraction. Overall, the experimental results indicate that the bi-directional
verification mechanism can effectively handle complex overlapping scenarios.

4.5 Ablation Study

Table 3 Ablation Study Results on NYT Dataset

Model Variant Precision Recall F1
B-DGC (full model) 90.4 91.1 90.7
w/o b1—d1rect1_o_nal entity 896 89.8 89.7
recognition
w/o dynamic gating 89.2 89.5 89.3
mechanism
w/o relation-specific tail R85 88.9 88,7

entity extraction

The ablation study results indicate that each component of the model contributes positively to the final performance,
with the dynamic gating mechanism making the most significant contribution.

5 CONCLUSION

In this paper, we propose a Bi-directional Dynamic Gating Cascaded (B-DGC) relation extraction model to address the
challenges of overlapping triples, especially in Entity Pair Overlap (EPO) and Single Entity Overlap (SEO) scenarios.
The B-DGC model improves upon the CasRel model by introducing bi-directional entity recognition and a dynamic
gating fusion mechanism. Experimental results on NYT and WebNLG datasets demonstrate that B-DGC outperforms
existing state-of-the-art models in terms of precision, recall, and Fl-score. Particularly, the model shows significant
advantages in handling overlapping triples, confirming the effectiveness of the proposed bi-directional verification and
dynamic gating mechanism.

Future work will focus on extending the B-DGC model to handle more complex relation extraction scenarios, such as
nested relations and few-shot relation extraction. Additionally, we plan to explore incorporating external knowledge into
the model to further improve its performance and generalization ability.
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