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Abstract: This study addresses user interaction dynamics on social media platforms by constructing separate models
for predicting new follower counts for bloggers and classifying users' targeted following behavior. Quantitative analysis
of new follower counts reveals a high correlation between interaction behavior and follower growth, with correlation
coefficients exceeding 0.89. By constructing an XGBoost model that utilizes second-order Taylor series expansion to
optimize the objective function and incorporates 1- to 3-day lagged features to capture time-series patterns, the model
demonstrated robust performance on the test set with an average absolute error of 20.71. For the user targeted following
behavior classification prediction, a Random Forest model was selected to address the low-dimensionality and strong
nonlinearity of the features. The study employed target encoding strategies to smooth user and blogger IDs, preventing
overfitting, and defined interaction intensity formulas based on behavior weights. Experimental results show the
Random Forest model achieved an AUC of 0.83 and an F1 score of 74.25% in user follow prediction tasks, effectively
enhancing behavioral prediction accuracy. This study provides quantitative insights into user growth dynamics and
micro-interaction patterns on social platforms through ensemble learning algorithms.
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1 INTRODUCTION

In the digital social era, interaction data between users and bloggers holds core operational value for platforms.
Accurately predicting bloggers' influence growth trends and users' personalized follow preferences is crucial for
optimizing content distribution and enhancing user retention[1-2]. This study focuses on two core tasks: quantitative
prediction analysis of new follower counts for influencers and classification prediction of users' targeted following
behavior. Previous research addressing these issues often encountered challenges such as complex nonlinear data
relationships, sparse user behavior, and volatile time series fluctuations. The innovation in this section lies in verifying
the stationarity of influencer growth sequences through ADF tests and extracting deep lag information through feature
engineering. For user behavior prediction, we innovatively introduced target encoding techniques using smoothing
coefficients to replace raw IDs. By constructing interaction intensity metrics between users and bloggers through
behavioral weighting, we significantly enhanced model generalization capabilities. The overall research framework is as
follows: First, historical interaction data was aggregated and cleaned, extracting multidimensional features including
time, activity levels, and interaction frequency. Second, separate prediction systems were established: a regression
model based on XGBoost and a binary classification model based on Random Forest. Finally, model accuracy is
systematically evaluated using multiple metrics including MAE, RMSE, and confusion matrices[3].

2 XGBOOST-BASED MODEL FOR PREDICTING NEW FOLLOWERS OF BLOGGERS
2.1 Model Basis

Through the analysis of the features in dataset from https://51mem.cumt.edu.cn/, we found that the ADF test results
show: the test statistic = -20.373, and the p-value is less than 0.05. Taking Blogger B5 as an example, its number of
followers fluctuates but has no obvious long-term trend. These indicate that the time series is stationary, and there is no
need for complex time series models to handle trends or seasonality. Additionally, the correlation coefficients between
interactive behaviors (watching, liking, commenting) and the number of new followers all exceed 0.89, meaning the
regression model can effectively capture their correlations[4-5]. Correlation heatmap between the number of followers
and interactive behaviors are shown in Figure 1.
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Correlation Heatmap Between
Followers and Interaction Behaviors

1.00
2]
=
Q
el
] - 0.98
=
2 -0.96
g

-0.94
@
%

- 0.92

0.96 0.93

comment

I090

Figure 1 Correlation Heatmap between the Number of Followers and Interactive Behaviors
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2.2 Feature Engineering

2.2.1 Aggregating features by blogger and date

Group the data by Blogger ID and date, count the number of different user behaviors (watching, liking, commenting,
new following), and convert the original user behavior data into aggregated data at the daily and blogger levels to
highlight the user interaction situation of each blogger per day[6-7].

2.2.2 Adding time features and lag features

Calculate "days_since_start" to represent the number of days from the start date of the data to the current date, and
"day _of week" to represent the day of the week for the current date. These time features help the model capture
patterns and periodicity in the time series, such as variations in user activity on different days of the week.

Create lag features for the past 1-3 days for each interaction indicator (watching, liking, commenting). These lag
features can reflect the continuity and trends of user behaviors, helping the model learn the impact of interaction
situations in the past few days on the current number of new followers.

Meanwhile, since some bloggers only have data for one or two days, creating lag features will result in missing values.
These rows are deleted to ensure the integrity and accuracy of the data for subsequent model training[8-9].

2.3 Establishment of XGBoost Model

Due to the complex nonlinear relationships between user behaviors (watching, liking, commenting) and the number of
followers, we use the splitting rules of the XGBoost tree model for modeling.
2.3.1 Construction of objective function
The objective function of XGBoost consists of a loss function and a regularization term, and the predicted value is
obtained by minimizing the objective function:

n

ObjO= 1(ypy\" V+i(x))+Q(f,)+constant Q)

Where n is the number of samples, l(yi,yi(t_l)+ft(xi)) is the loss function that measures the difference between the

predicted value and the true value; ng) is the predicted value of the i-th sample by the model in the (t—1)-th iteration,

fi(x;) is the predicted value of the i-th sample by the t-th decision tree, and Q(f;) is the regularization term used to
control the complexity of the model and prevent overfitting.

2.3.2 Taylor series expansion

To simplify the calculation of the objective function, we use the second-order Taylor expansion to approximate the
objective function. For a differentiable function g(x), the second-order Taylor expansion at X, is:

. 1, )
8(x)=g(xo) g (x0)(xX0)+ 7 & (X0)(x ) ()
Expand the loss function l(yi,y§t71)+ft(xi)) in the objective function to the second order around yi(H):
. . 1
1(%3/? 1)+ft(xi)):l(Yi,Y§t 1))+gift(xi)+5hift(xi)2 3)

Where gi=6l(yi,y§t71))/6y§t71) is the first derivative, and hi=621(yi,ny))/6(ny))2 is the Hessian matrix of the second
derivative. Ignoring the constant term l(yi,ny)), the objective function can be approximated as:
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1
Obj = gift(xi)+5hift(xi)2 +Q(f) “4)
i=1
2.3.3 Tree structure and model integration
In each iteration, a new decision tree f(x) is learned. A decision tree can be represented as a mapping q(x) that maps the
input sample x to a leaf node of the tree, and each leaf node has a weight w;. Then fi(x)=w,. Substitute it into the
approximate objective function and group the samples according to the leaf nodes they belong to.
The objective function can be rewritten as:
T

ObjV= g; wfr% h;+A wj2 +yT (5)
=1 | \i€y i€
Where T is the number of leaf nodes of the tree, and [ is the set of samples belonging to the j-th leaf node[10].
In each iteration, a new decision tree fi(x) is trained and added to the previous model:
v =y nfi o) (6)
Where 1 is the learning rate, which is used to control the contribution of each tree and prevent overfitting.
By continuously iterating, a series of decision trees are trained, and the final model is the weighted sum of these

decision trees:
M

v mfx) %
=1
Where M is the number of decision trees.
2.3.4 Model training and validation
Fit the model using the training set data. Use 80% as the training set, and the remaining 20% as the test set. Meanwhile,
calculate the MAE and RMSE for the predicted number of new followers on the test set. Daily new follower trend of
Blogger BS is shown in Figure 2.
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Figure 2 Daily New Follower Trend of Blogger B5

Use MAE to reflect the average absolute deviation between the predicted value and the true value:
n

1
MAE:; lyi=yil ®

i=1

Use RMSE, which is more sensitive to large errors, to measure the volatility of the predicted value:

)

(yimyi)?
i=1
The calculated MAE=20.71 and RMSE=29.85. Scatter plot of predicted values vs. true values is shown in Figure 3.
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Scatter Plot of Predicted vs. True Values
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Figure 3 Scatter Plot of Predicted Values vs. True Values

2.4 Model Solution

Table 1 Results
Ranking 1 2 3 4 5

Blogger ID B21 BS B15 B60 B13
Number of new followers 438 418 316 244 223

Results are shown in Table 1.

3 RANDOM FOREST-BASED SYSTEM FOR PREDICTING AND RECOMMENDING NEW USER
FOLLOWERS

3.1 Model Preparation

First, analyze the dataset. It is noted that although the sample size of dataset is large, the user behavior features only
include four aspects: watching, liking, commenting, and following, resulting in a small sample dimension. Therefore, it
is not suitable for deep learning models that require a large number of sample features, so RNN and LSTM algorithm
models are excluded. Instead, we choose the random forest model, which can handle nonlinear relationships and has
strong robustness, to solve and predict this problem.

Second, we need to process the data in dataset to extract the required feature data: 1) the total number of views, likes,
comments, and follows for each user; 2) the number of views, likes, comments, and whether they follow each blogger
for each user, which are integrated as the training set. Then, based on the known user behaviors in dataset as the test set,

we infer the possibility of users having new follows and the corresponding follow objects. Some results are shown in
Figures 4 below:
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Figure 4 Statistics of Total User Behaviors
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Furthermore, conduct in-depth analysis of these data, count user behaviors by the day of the week and hour
corresponding to the date, and record the number of daily active and inactive users, as well as the total number of daily
follows by users.

3.2 Model Establishment

Based on the random forest model algorithm, first simplify the problem into a binary classification problem, that is,
only predict whether the user will have a new follow behavior:

e {1 if user u follows blogger b at time t (10)
b,t™ :
S l0 otherwise
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Figure 5 Follow Probability Prediction Chart

Follow probability prediction chart is shown in Figure 5. The model takes user historical behavior data (watching,
liking, commenting, following), blogger features, time features, etc., as parameters to calculate the user's follow
probability for a single blogger. According to the processed data in the model preparation, the historical follow rate of
users/bloggers is used instead of the original ID to avoid overfitting. The specific target encoding is as shown in the
following formula (11):

TE(u;)=Mn;)- mean(ylu;)+(1-AMn;))- mean(y) (1)
Where: K(ni)=n_nTim (smoothing coefficient, n; is the number of occurrences of the user, m is a hyperparameter).

Second, set behavior weights according to user behavior features to obtain the interaction strength between users and
bloggers:

Interaction Strength, ,= wy - county(u,b) (12)

kEK
Where:

K: Set of behavior types {watching=1, liking=2, commenting=3, following=4}.

wy: Weight of behavior k.

county (u,b): Number of times user u performs behavior k on blogger b.

The random forest reduces variance and improves generalization ability through voting among multiple decision trees.
The random forest model randomly samples with replacement from the total samples to generate sufficient subsamples,
trains all generated subsamples, integrates the training results of each subsample, and takes the final result with the
highest probability as the training result of the total sample. Therefore, the number of random trees selected will
determine the operational efficiency and accuracy of the model. The random forest reduces variance through Bootstrap
Aggregating and random feature subsets, while a single decision tree itself is a model with low bias and high variance.
As the number of trees increases, the variance of the model will further decrease, but the computational cost will
increase. Mathematically, the generalization error of the random forest can be expressed as:

Error=Bias’+Variance+Irreducible Noise (13)

When the number of trees is sufficiently large, increasing the number of trees will not lead to overfitting. After
experimental testing, we found that when the number of trees increases from 0 to 150, the model performance improves
significantly; but after exceeding 150, the improvement range becomes smaller. Meanwhile, to improve model
efficiency and accuracy, we perform dimensionality enhancement and denoising on the four characteristic behaviors of
users based on factors such as user behavior features at different times and the real-time relationship between users and
bloggers. User-blogger interaction heatmap is shown in Figure 6.
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Figure 6 User-Blogger Interaction Heatmap

After determining the number of random trees, formulate the corresponding prediction function to train and predict the
decision trees:
T
1
P(Yu,b,t:1 |Xu,b,t): T ht(Xu,b,t)
=1

(14)

Where:

Xyby: Feature vector (user, blogger, interaction features).

T: Number of trees in the random forest.

h(- ): Prediction function of the t-th decision tree.

After training the decision trees, calculate feature importance. A high importance indicates that the feature has a strong

ability to distinguish the target variable:
AGini=Giniyen— (M

parent N
Pi, Py is the proportion of category k.

N.
Ginileﬁ+%htGiniright) (15)

K
Where: Gini=1—
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Figure 7 Top 15 Feature Importance

Top 15 feature importance is shown in Figure 7. To analyze and enhance the accuracy of the model, we use 4 core
classification indicators: Accuracy, Precision, Recall, and F1-score. We use TP to represent the number of actual follow
behaviors correctly predicted by the model, TN to represent the number of actual non-follow behaviors correctly
predicted by the model, FP to represent the number of actual non-follow behaviors incorrectly predicted as follows by
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the model, and FN to represent the number of actual follow behaviors missed by the model to construct a confusion
matrix (Table 2):

Table 2 Confusion Matrix

Predicted not follow Predicted follow
Actually follow FN TP
Actually not follow TN FP

Then, Accuracy, Precision, Recall, and F1-score are:

A B TP+TN (16)
Y TP TN+FP+FN
TP
Precision= 17
recision: TPIED (17)
TP
Recall= 18
eca TPIFN (13)
PrecisionxRecall
F1=2 (19)

- PrecisiontRecall
Second, based on the above analysis results, further construct the ROC curve and calculate the AUC score ( as shown in
Figure 8, AUC = 0.5 indicates random guessing, and >0.8 indicates the model has discriminative ability) [6] to enhance
the effectiveness of the model threshold. Among them, the True Positive Rate (TPR) is Recall, and the False Positive
Rate (FPR) is calculated as follows:

FP

FPR= (20)
FP+TN
1
AUC= TPR- dFPR 1)
0
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Figure 8 ROC and PR Curves

3.3 Model Solution

The solution results of the new followed blogger IDs of the specified users on July 22, 2024 are shown in Table 3
below:
Table 3 Results

u6749

User ID u7 U5769 U14990 U52010

New followed blogger IDs B27/B7/B23 B24/B53/B25 B44/B59/B47 B12/B23/B4 B15/B21/B8

4 CONCLUSIONS

Through deep mining of social platform interaction data, this study successfully establishes two-dimensional behavioral
prediction models. In the quantitative prediction of new follower counts for bloggers, the XGBoost algorithm captures
nonlinear correlations between viewing, liking, commenting, and new follower acquisition, enabling high-precision
estimation of follower growth for specific dates. In the classification prediction of targeted user following behavior, the
ensemble learning mechanism of the Random Forest algorithm addressed data sparsity issues, enabling accurate
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identification of potential follow targets based on users' historical behavior. Although the models demonstrated high
accuracy, room for improvement remains. The current Random Forest model relies primarily on manually designed lag
features to capture time-series characteristics, failing to fully explore the dynamic patterns of user interest evolution
over time. Furthermore, when processing massive samples, the parameter tuning process for random forests is complex
and computationally intensive. Future research should focus on incorporating deep learning sequence models like
LSTM or Transformer to directly handle temporal streams of user behavior data. Additionally, refining user behavior
clustering analysis could enable differentiated parameter configurations for distinct user clusters, thereby enhancing the
model's predictive flexibility and accuracy under extremely sparse data conditions.
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